
The  
challenges  
of online fact 
checking

DECEMBER  2020



About this report
Misinformation causes real harm to people’s lives, health, finances and to 
democracy. It is time consuming and often difficult to check. This report lays 
out the main challenges fact checkers around the world face in finding and 
checking claims which appear in online places. It also presents ideas for 
improving these processes, with a focus on technology and counteracting the 
pressures fact checkers face when working with internet companies.

We welcome feedback and comments at fullfact.org/contact 

Full Fact 
2 Carlton Gardens 
London 
SW1Y 5AA

k fullfact.org/contact

D @FullFact

K fullfact.org

Published by Full Fact, November 2020. Published under the Creative 
Commons Attribution-ShareAlike 4.0 International License.

https://fullfact.org/about/contact/
https://twitter.com/FullFact
https://fullfact.org/


Contents
How we gathered the data ............................................................................................................................. 4

Introduction................................................................................................................................................................... 6

Key recommendations.......................................................................................................................................... 8

Monitoring and selection of online claims..........................................................................................15
How fact checkers find claims...............................................................................................................................15
How fact checkers select claims...........................................................................................................................28
Summary of main monitoring and selection challenges and possible solutions.....................................30

Researching, writing and reviewing a fact check........................................................................32
Overview of the research, writing and review process..................................................................................32
Skills and training for fact checking online claims...........................................................................................39
Evidence: tools, websites, and access to data and institutions...................................................................42
Summary of main research, writing and reviewing challenges and possible solutions........................48

Publication and distribution of online fact checks.......................................................................50
Online promotion and presentation of fact checks..........................................................................................51
Press partnerships and syndication....................................................................................................................55
Internet companies: distributing fact checks online automatically to mass audiences........................56
Internet shutdowns..................................................................................................................................................65
Criticism and harassment.......................................................................................................................................66
Summary of main publishing and distribution challenges and possible solutions.................................72

Fact checkers and the internet companies........................................................................................74
Facebook and fact checkers..................................................................................................................................80
Google, YouTube and fact checkers.....................................................................................................................93
Other internet companies ...................................................................................................................................102
Summary of main challenges of working with internet companies and possible solutions.............102

Technology and automation.......................................................................................................................104
How technology has changed the fact checking environment ................................................................104
Automated fact checking....................................................................................................................................105
Where technology can help................................................................................................................................107
The fact checkers developing technology to assist their work..................................................................109

Conclusion................................................................................................................................................................. 116
Summary of challenges........................................................................................................................................ 116

Appendix....................................................................................................................................................................118
All recommendations............................................................................................................................................118



How we gathered 
the data 

Interviewees approached for this research were chosen based on a 
number of factors. Foremost was the need to obtain a range of global 
perspectives: we wanted to hear from fact checkers in Africa, Asia 
Pacific, Europe, North America, Latin America and the Middle East and 
North Africa regions.

We wanted to explore the diversity in experiences of online fact checking, 
so decided to approach newer as well as more established fact checkers, 
large and small organisations, independent organisations as well as 
those which are part of a larger media house, online-only fact checkers 
as well as those which also do political fact checking. We also wanted to 
interview organisations that are not Facebook partners, and at least one 
fact checker that is not a signatory to the International Fact-Checking 
Network Code. 

After drawing up a shortlist of fact checkers to contact against these 
criteria, we reached out to editors and reporters from:
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AFP 
North America

Chequeado 
Argentina

Factnameh 
Iran

PolitiFact 
USA

Africa Check 
South Africa

Dubawa 
Nigeria

Fatabyyano 
Jordan1

Rappler 
Philippines

Africa Check 
Senegal

Ellinika Hoaxes 
Greece

Full Fact 
UK

La Silla Vacía 
Colombia

Animal Politico 
Mexico

Fact Crescendo 
India, Myanmar, Sri Lanka

Maldita.es 
Spain

Teyit 
Turkey

Aos Fatos 
Brazil

Factly 
India

PesaCheck 
Kenya, Tanzania, Uganda

1	 Based in Jordan but serves Tunisia, Morocco, Algeria, Palestine, Syrian Arab Republic, Libya, Jordan, Saudi Arabia, United 
Arab Emirates, Qatar, Kuwait, Oman, Bahrain, Yemen, Iraq, Egypt, Sudan and Lebanon.



Semi-structured interviews were conducted over Zoom and telephone in 
February and March 2020, and ran to around 90 minutes for each fact 
checker, including for Full Fact. Themes included monitoring of online 
claims, research, publication, distribution, the Facebook partnership and 
working with internet companies more generally, and fact checkers’ use of 
technology. This was supplemented with unstructured calls with Full Fact’s 
automated fact checking team, the International Fact-Checking Network, 
ABC RMIT Fact Check, and Lead Stories’ Trendolizer. 

Transcripts and field notes were then thematically analysed and 
supplemented with further phone calls, emails or Slack communication. 

We are grateful to Facebook for funding this report, and would like 
to thank all the fact checkers and other colleagues who generously 
contributed their time to this research. 
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Introduction
Online organisations have been publishing fact checks since the 
foundation of Snopes in 1994, but the profile of fact checking has 
increased significantly over the past decade. Among the many reasons 
for this are the proliferation of misinformation online and increased 
collaboration with internet companies. Fact checking organisations 
which partner with Facebook have gained powerful levers to identify 
and reduce the spread of online misinformation. Internet companies 
are finding new ways to display fact checks in products like news feeds 
and search results, bringing name recognition and large new online 
audiences to fact checkers. 

The consensus on what should be checked has evolved to include 
online content as well as claims from politicians. Some organisations, 
such as Maldita.es or Teyit, were founded specifically to check social 
media content, while others took longer to expand their scope and treat 
online claims as equally important to political speech. Alongside this, 
fact checkers have added open source intelligence tools and research 
techniques to their repertoire, such as reverse image searching and 
advanced social media monitoring. 

Criticisms of independent fact checking have also increased. A member 
of Facebook’s new oversight board raised a concern that “fact-checking 
is biased” during one of his first media outings as a new board member.1 
During a recent UK Parliament Select Committee hearing, Twitter’s Head 
of Public Policy, responding to a question about why Twitter does not have 
a program like Facebook’s, suggested that fact checking can entrench 
false views.2 (Full Fact’s review of academic literature on this topic found 
that so-called backfire effects are rare, not the norm.)3 Alongside this, fact 
checkers – in common with other journalists – have experienced increasing 
legal threats, as well as online and political harassment from partisan 
campaigns and trolls.4

1	 dailysignal.com/2020/05/14/what-does-facebooks-new-oversight-board-mean-for-conservative-posts

2	 committees.parliament.uk/oralevidence/459/pdf

3	 fullfact.org/media/uploads/backfire_report_fullfact.pdf 

4	 poynter.org/fact-checking/2020/abuse-and-threats-come-with-the-territory-for-many-of-the-worlds-fact-
checkers;  americanpressinstitute.org/fact-checking-project/factually-newsletter/factually-spains-fact-
checkers-become-a-target
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The practical challenges of fact checking are varied. Within the monitoring 
and selection process, fact checkers are grappling with large pools 
of potential claims to check, questions over how to define virality and 
worries about whether cyber armies are gaming reporting. Research also 
presents numerous challenges, including constraints on the accessibility 
of information and the transparency of authorities, highly repetitive 
claims and research tasks, and changes to or discontinuation of online 
investigation tools. In terms of publishing and distribution, fact checkers 
face challenges such as internet shutdowns, setting up new social media 
channels and sustaining media partnerships.

While technology already assists fact checkers and could be put to further 
use, particularly in terms of monitoring, claim matching, distribution and 
managing communities, there are limits to its effectiveness. Some of the 
challenges of online fact checking are dependent on the political situation 
within a country, and are not resolvable using technology – such as 
obtaining information from certain governments or lack of transparency 
and access to information. Automation is viewed with skepticism by 
fact checkers. Many believe that the phrase “automated fact checking” 
describes a project that misguidedly attempts to automate processes that 
require human judgments – such as weighing the credibility of evidence or 
recognising satire.

Up until now, fact checking organisations have generally reacted to 
proposals from internet companies in a piecemeal and unsystematic way, 
for example signing up individually to Facebook’s fact checking program 
before having joint discussions or asking collectively for certain conditions. 
This is understandable given fact checkers’ small budgets and stretched 
resources, and the frequent use of non-disclosure agreements. Many 
organisations are struggling simply to keep their heads above water amid 
a deluge of dubious claims, especially during the coronavirus epidemic. 
This has left them without the time or capacity to address questions of 
sustainability and risk, and whether or how collective action could protect 
individual organisations in the long term. 

Nevertheless, fact checkers now need to consider these questions. It is 
vital that we identify where there are opportunities to work together more 
effectively to protect fact checkers’ financial security and to ensure that 
fact checkers are proactively determining how our work is re-used by third 
parties in the online world beyond our websites.
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Key recommendations
Recommendations for internet companies
These are overarching recommendations for the companies that own 
Facebook, Instagram, WhatsApp, YouTube, Google, Twitter and platforms 
coming into the mainstream such as TikTok. Some companies already 
have some of these measures in place, in which case we recommend they 
be maintained.

	■ Allow users to report suspected misinformation, aggregate 
reports data, and share it in anonymised formats and in real-time 
with fact checkers in relevant countries.

	■ Work with fact checkers globally to label misinformation and feed 
this data to AIs.

	■ Internet companies’ misinformation teams should coordinate and 
standardise approaches to dealing with potential misinformation 
so that fact checkers send the same data into every company’s 
system rather than adapting for multiple systems. 

	■ Pay fact checkers for work which is used to improve the quality 
and trustworthiness of internet companies’ products and brands.

	■ Show more awareness of the risks of a US-centric approach 
to the development of misinformation policies and products by 
expanding product testing and consultation to include a wider 
range of fact checking organisations.

	■ Fund the International Fact-Checking Network to enact the 
recommendations in this report, which are intended to counteract 
the pressures fact checkers experience when working with 
internet companies.

	■ Participate in a discussion on how to better protect fact checkers 
from harassment and coordinated attacks.

	■ Label inaccurate and misleading claims and provide links to 
fact checks.
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Facebook
Facebook’s efforts to reduce misinformation on its platform should be 
commended. Leaving aside its shortcomings and development hurdles, 
Facebook’s Third-Party Fact-Checking programme has undeniably 
contributed to improving the state of information online. 

However, there are still important improvements to make. In addition to the 
applicable recommendations above, we recommend that Facebook enact 
the following recommendations to more effectively tackle misinformation 
and coordinated activity on its platform, support the sustainability of fact 
checking and make it quicker and easier for fact checking partners to 
monitor, research and publish fact checks.

	■ Maintain the Third-Party Fact-Checking programme, and expand 
into under-served regions.

	■ Continue to bear in mind the needs of Third-Party Fact-Checking 
partners for predictability, so that they can plan and invest in 
long-term sustainability.

	■ Work with partners and coordinate with funders globally 
to develop a long-term plan to mitigate financial reliance 
on Facebook.

	■ Regularly share information about the impact of the Third-Party 
Fact-Checking programme including:

	■ Country-specific, machine readable data to understand how 
different groups react to seeing fact checks

	■ The effects of fact checks on user behaviour

	■ Views and interactions with fact checks from 
specific partners

	■ Share information about Facebook’s AI, including whether and 
how ratings data, claim matching data and ClaimReview data 
are used to improve effectiveness; and information about the AI 
models being used to generate different parts of the queue. 

	■ Continue to consult with fact checkers about product changes 
and policies that will affect their work in advance, especially when 
there is a high likelihood of media attention.
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	■ Share information about how fact checker feedback is being dealt 
with, for example how it has been prioritised, who has and hasn’t 
heard it, and why it will or won’t be acted upon.

	■ Increase developer capacity to more quickly and reliably resolve 
issues that affect the quality and accuracy of fact checking 
produced by Third-Party Fact-Checking partners.

CrowdTangle
	■ Collaborate with fact checkers to integrate claim detection into 

CrowdTangle.  

	■ Continue to provide access and training, including to fact checkers 
that are not signatories of the International Fact-Checking 
Network Code of Principles.

	■ Continue to develop new lists for predictable or breaking news 
events such as healthcare crises, deliberate attacks and elections.

	■ Develop image-search capability.

	■ Introduce alerts for hashtags.	

	■ Review CrowdTangle’s effectiveness in smaller languages 
and scripts.

WhatsApp
	■ Continue to enable fact checkers to connect customer 

management software to support communications, and to 
analyse and prioritise reader requests.

	■ Develop metrics to help publishers track engagement (e.g. number 
of forwards).

Google and YouTube
Google and YouTube have shown increased willingness to engage 
with fact checkers. They can make the most of this uptick in credibility 
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by investing in more engagement and outreach and exploring a paid, 
structured fact checking programme for YouTube.

	■ Expand the Information Credibility team to enable more 
consultation and outreach and build deeper two-way 
relationships with fact checkers.

	■ Introduce a collaboratively-developed, structured, paid 
programme partnering with fact checkers to identify, label and 
reduce circulation of misinformation on YouTube, and notify users 
who have watched or shared misinformation.

	■ Develop a CrowdTangle-style tool for monitoring viral 
misinformation on YouTube, and provide access and training to 
verified fact checkers.

	■ Increase transparency, including data about the impact of 
ClaimReview on Google’s platforms, information about which 
parts of products fact checks are appearing on (sometimes called 
surfaces) and how many people are seeing and engaging with 
these (at country level), and the criteria Google uses to decide 
which fact checkers are treated as trustworthy sources.

	■ Continue to support takeup of ClaimReview schema and Media 
Review schema, including hosting events and training, and 
building technical capacity and confidence among fact checkers 
with fewer technical resources.

	■ Continue supporting independent fact checking with direct grants 
and/or grants to the International Fact-Checking Network.

Twitter
	■ Invest in a partnerships team to develop partnerships with 

fact checkers.

	■ Introduce a collaboratively-developed, structured, paid 
programme partnering with fact checkers to identify, label and 
reduce circulation of misinformation on Twitter, and notify users 
who have seen or shared misinformation.

	■ Support independent fact checking with direct grants and/or 
grants to the International Fact-Checking Network.
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	■ Provide links to independent, verified fact checkers and fact 
checks in ‘Get the facts’ Moments and other features.

	■ Provide information about how fact checkers’ work is being used 
internally to tackle misinformation on Twitter.

International Fact-Checking Network
	■ Facilitate and lead discussions about how fact checkers wish to 

relate to internet companies and others wishing to use our work 
online, and identify common positions on these matters among 
fact checkers.

	■ Seek feedback from the community about where to host a social 
entry point for ClaimReview in order to ensure that a wider variety 
of voices can contribute, that changes are understood by fact 
checkers with fewer technical resources and that implementation 
issues are resolved.

	■ Collaborate with Google, Bing, Facebook and other online 
platforms to provide clarity on questions fact checkers have about 
ClaimReview. These questions include: the internal translation 
capability of platforms’ products; products’ ability to cope 
with regional languages; how adding ClaimReview interacts 
with algorithms e.g. interaction with search results ranking; 
why ClaimReview works intermittently in Google Search; how 
Facebook is using ClaimReview to conduct claim matching.

	■ Provide grants and develop guidance to support fact checkers 
who want to carry out audience research.

	■ Hold a discussion with verified and unverified fact checkers to 
revisit the International Fact-Checking Network’s position on 
signatories using pseudonyms in countries where journalists 
are at risk. 

	■ Continue to provide grants for experimental projects to help fact 
checkers reach new audiences and for technical innovation.

	■ Continue to lead discussions on building solidarity and resources 
for fact checkers experiencing online and political harassment, 
including legal challenges.
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Fact checkers
	■ Develop a collective process to engage with and contribute to 

internet companies’ responses to the evolving challenges of 
online misinformation, to protect the long term sustainability and 
independence of fact checking.

	■ Prioritise sustainability planning, including mitigating the impact 
of a sudden reduction in funding from certain sectors. 

	■ Identify the impacts of Third-Party Fact-Checking on editorial 
output and strategy.

	■ Continue to develop technology to assist with fact checking, 
especially technology which can benefit multiple fact checkers, 
improving natural language processing in smaller languages, and 
technology tackling distribution challenges and repetitious claims. 

	■ When experiencing online and/or political harassment, reach out 
to the International Fact-Checking Network and global colleagues 
with requests for support.

	■ Continue to ask for help and assist colleagues around the globe 
with local research favours and advice. 

Funders
	■ Support projects to improve accessibility and presentation of 

public and ministerial data (e.g. work with a government to 
overhaul its national statistics portal or open up public datasets).

	■ Support the International Fact-Checking Network for activities 
recommended in this report, such as support for online 
harassment and sustainability efforts.

	■ Support research into effective presentation of fact checks, 
information and news consumption and belief formation, in 
different markets especially those outside the USA, with an 
emphasis on practical recommendations. 
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Technologists
	■ Build relationships with fact checkers by offering basic technical 

support before embarking on complex automation projects.

	■ Steer clear of the phrase “automated fact checking” to avoid 
alienating potential users of automation technology: instead 
focus on collaborating with fact checkers and drawing on their 
expertise to identify which repetitive tasks can be done reliably 
by machines. 

	■ Prioritise building tools and technology with a large potential user 
base (see expanded recommendations for more detail) and seek 
testing commitment from more than one fact checker.

	■ Continue to develop technology to help fact checkers, especially: 
improving natural language processing in smaller languages, 
technology tackling distribution challenges and repetitious claims. 
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Monitoring and 
selection of online 
claims

Monitoring is widely seen as the hardest part of the process. Fact 
checkers must strike a difficult balance: ensuring that their nets capture 
the most harmful content on the web, without getting overwhelmed by 
possible claims to check. 

Depending on the country and the news cycle, a fact checking team might 
start their day scrolling through hundreds of items of content in Facebook’s 
fact checking product, and reviewing a large number of claims submitted 
by readers. They might check what’s appeared on CrowdTangle while they 
were asleep, conduct manual searches on Twitter and Facebook based on 
the day’s news, and then see what’s circulating in private Facebook and 
WhatsApp groups which they are a member of. 

Even in bigger organisations, editorial teams devoted to fact checking are 
not usually larger than ten people. Not every claim can be investigated, so 
it’s vital for fact checkers to be able to rapidly filter out irrelevant claims, 
and to have clear criteria for choosing which claims to check. 

How fact checkers find claims
The most common ways of finding claims are through manual searching 
and reader suggestions, as well as through the Facebook-owned 
CrowdTangle social media monitoring tool, and the fact checking product 
Facebook has developed for use by its partners.

CrowdTangle

CrowdTangle is a social media monitoring and analysis tool. Fact 
checkers can use it to see what popular content is circulating and how 
it is spreading across platforms. It covers Facebook groups and pages, 
Instagram pages and Reddit. Users can set up email and Slack alerts for 
viral content. For example, a fact checker could set up alerts for when 
a Facebook post mentioning the words “coronavirus” and “5G” gains a 
certain level of engagement velocity.
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CrowdTangle requires users to build lists of pages or groups, which can 
then be monitored using keyword searches. Sometimes CrowdTangle staff 
create lists, for example during elections or events like the coronavirus 
pandemic.5 This is a popular service among fact checkers as it saves a 
lot of time. 

PolitiFact says that it spends up to a day per week curating and creating 
lists on CrowdTangle. Not all fact checkers use CrowdTangle this heavily. 
The reasons for this include lack of confidence or mastery, lack of local 
language capability (for example CrowdTangle not recognising Turkish 
letters like ç), or seeing CrowdTangle as a less useful tool for identifying 
online misinformation in their country context.

Some fact checkers mentioned that this tool – in common with other 
social media monitoring tools – prioritises reach and engagement over 
identifying claims. We recommend that CrowdTangle continues to engage 
with fact checkers’ to meet their needs in terms of identifying claims as 
well as reach and engagement.

Manual searches

Many fact checkers also manually monitor, following specific people 
and pages, searching for links and misspellings of names, or following 
private Instagram accounts to monitor what content is appearing beyond 
CrowdTangle’s reach, which only covers public content. 

Some fact checkers also monitor topics to spot possible claims – for 
example a keyword search for “coronavirus” could highlight claims that the 
virus originated in a lab in Wuhan, or that 5G causes the virus. 

Reader suggestions

Many fact checkers encourage reader suggestions via WhatsApp, 
Messenger, email, Telegram and custom-built platforms. These tips have 
huge value for fact checkers who want to get outside their echo chambers 
or gain insight into closed systems, such as WhatsApp groups, private 
Instagram pages or private Facebook groups. 

5	 apps.CrowdTangle.com/covid19/boards/covid-19usa
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Some interviewees said they promote their phone number, but did not 
mention whether there is any strategy behind this, such as aiming to reach 
certain demographics. Others do not promote their number because they 
do not have the resources to sift through extra tips. 

Audiences do not always understand what constitutes a checkable claim. 
Chequeado addresses this by regularly posting its methodology on social 
media, which includes information about what Chequeado does and does 
not check.

Facebook’s fact checking product

Facebook’s programme provides partners with a tool to carry out their 
work: the “fact checking product”. This allows fact checkers to see a 
queue of user-submitted and AI-surfaced content which may be false or 
misleading (known colloquially as “the queue”), to rate items of content 
which a fact checker chooses to check, and to connect fact checks up 
with ratings within the product. Facebook then uses this data to react 
to misinformation, for example by downranking it, notifying people 
who have already shared it, and providing warnings to people who are 
about to share it. There is no equivalent tool for fact checkers at other 
internet companies. 

There is wide agreement that the queue gives fact checkers insight into 
misinformation. We heard that, despite its many shortcomings, it can be 
useful for finding claims which would not be visible using other monitoring 
methods such as CrowdTangle or manual searching. However, most of the 
Facebook partners we spoke to use the queue in combination with other 
monitoring techniques, rather than as a primary monitoring mechanism: 

	“ We find claims through crowdsourcing and then look them up to see if 
they’re in the queue. – Fact checker

	“ There are parts of the tool that are useful, but we wouldn’t be able to 
work only with the tool. – Fact checker

The quality of the content presented in the queue varies from country to 
country, and there are several areas where it could be improved to be 
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more consistently useful, including in terms of relevance, over-emphasis on 
virality, lack of transparency, and language capability.

The relevance of the content varies. At the useful end of the scale, fact 
checkers see a wide range of content in the queue. This includes articles, 
URLs, memes, photoshopped images, videos, photo albums and single 
images, links to websites, Facebook posts, tweets, YouTube links, health 
claims, job scams, and hoaxes. At the unhelpful end, fact checkers see 
advertisements, music videos, opinion – and in one country an interviewee 
even reported seeing pornographic content. 

	“ The combined score is helpful and filtering is getting better, but 
finding anything on rated articles is still a problem. We still see lots of 
unrelated and meaningless content like music videos and ads. We’ve 
repeatedly told Facebook’s team that we see lots of ads but they say 
they can’t do anything about it. – Editor

Volume and relevance

Many fact checkers said that the queue is cluttered and contains too 
much content – both misinformation and non-checkable content – to be 
effectively assessed and prioritised by their staff. 

The consequences of low relevance include wasting the time of highly 
skilled researchers, (for example, fact checkers talked about regularly 
watching 8-minute long videos to see if there are checkable claims), 
list fatigue and increased likelihood of missing harmful claims. One fact 
checker describes sifting through the queue as “tedious”. 

Other interviewees said: “I find the queue difficult to navigate. I don’t know 
if what’s in there is the worst of what’s out there. A lot of it’s silly memes 
and odd things.” ; “There are more than 1000 items in the queue. We 
have to pick out what we can bookmark - even from there we have to sift 
through and pick out what to check.” ; “Sifting through the tool is tedious. 
One person sifts through the queue and adds claims to a Google Doc.” 

Some fact checkers mentioned that the queue has improved since 
the beginning of the partnership. For example, one interviewee said 
that 12 months ago none of the claims were checkable compared to 
roughly 30% now. 
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In general, it looks like there is potential to save highly-skilled researchers’ 
time by using technology more effectively. As one interviewee put it, 
“There’s a lot of irrelevant content that we have to remove and dig through 
to find checkable content – that time could be spent doing other things.” 

Ideas about how to funnel down the content in the queue included:

	■ Connect Full Fact’s claim detection tool to the queue to sift 
checkable claims from general viral content. This uses a machine 
learning model to say whether or not text contains a factual claim, 
and could reduce the queue down and make it more manageable 
and useful. 

	■ Expand community reviewers6 to sift through the queue and 
narrow down what is there based on criteria agreed among 
fact checkers.

	■ Feed whitelisted sites such as genuine news websites into 
the algorithm.

	■ Integrate speech to text software for video content.

Overemphasis on virality

Facebook’s fact checking product is seen as having an overemphasis 
on virality – i.e. a gathering speed of increasing shares and views – in 
comparison to potential checkability.

Many fact checkers thought that the queue seems to surface viral content 
indiscriminately, regardless of whether there are claims that might be 
checkable within the content. For example, one fact checker says that 
news articles appear: “When news articles are getting more shares and 
reach, Facebook mistakes them for viral misinformation”.

Fact checkers in Senegal, the Philippines and India expressed concern 
about the overemphasis on virality. One organisation comments, “Viral 
content doesn’t take into account whether something might be false. The 
queue isn’t really efficient.”

6	 about.fb.com/news/2019/12/helping-fact-checkers
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In the Philippines, Rappler says that the emphasis on virality is a big 
problem, as reporting can be gamed by cyber armies. Rappler also argues 
that there should be mechanisms to punish pages that publish a lot of 
misinformation over a long period, which slowly accumulate audiences 
over time. “These pages don’t meet the metrics that the tool is using. It’s a 
concern: if the tool doesn’t catch that, they’re not issuing corrections. We 
want their circulation reduced.”

We also spoke to Trendolizer, who described a process they have seen in 
the Philippines which made the case for Facebook reducing its apparent 
dependency on shares and reach as a measure of virality. Trendolizer 
described a common type of death hoax on Filipino sites, where someone 
will make a short video clip of a real news anchor announcing a celebrity 
death, for example claiming that Rowan Atikinson died in a car accident. 
A real video starts when the user clicks play. A voiceover warns that there 
is a sad announcement, then the video stops and a “sensitive content 
warning” appears, seemingly from Facebook. Users are asked to share 
the video to keep watching. This generates a variation of a URL taking 
users to an ad-ridden page with lots of pop ups – but due to a javascript 
redirect Facebook sees this as a new URL. This can result in hundreds of 
different URLs for the same site all going viral at the same time. If a fact 
checker flags one, there could be 600 others going – even if you flag one 
there are 600 others going viral. Trendolizer says, “By removing the low 
engagement content from the queue Facebook forces fact checkers to 
wait for this type of content to go viral. With Trendolizer we can spot the 
duplicates: it’s like shooting fish in a barrel.” 

Algorithm transparency

As well as this, some fact checkers said they see viral content on 
CrowdTangle, which they don’t see surfaced by Facebook’s fact checking 
product, and vice versa. It’s not clear what Facebook’s algorithm is 
looking for, or whether it is even looking for the same indicators as 
CrowdTangle. Fact checkers would like more transparency about how the 
algorithm works.

	“ I don’t think I have a good handle on how Facebook and Google use AI 
to tackle misinformation. – Fact checker working with Facebook’s fact 
checking product and ClaimReview on a daily basis.
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Languages

The proportion of irrelevant content (such as music videos and celebrity 
news) varies from country to country, but size of language seems to play 
a role in both volume and relevance. Africa Check’s South African office 
said that there might be a thousand items of content in English at any 
given time, and just 50 items in isiZulu. Africa Check’s Senegal office 
echoed this: “Facebook wouldn’t understand a claim in Wolof [Senegal’s 
local language]. Most of the content is ads or opinion – you can’t check it. 
We have to manually look for topics to check. Facebook should improve 
the tool in Wolof.” Fact Crescendo said that there can be “a lot of spam” 
in Indian regional languages, and that “40-50% of the data in regional 
languages is unrelated to fact checking,” while Factly said, “Regional 
languages have a long way to go. We assume it’s a priority, as we are 
seeing an improvement.” 

Some fact checkers reported seeing content from other countries which 
speak the same language (e.g. another Spanish-speaking country), and 
some said they see US-focused content that was not relevant to their 
country’s context.

Other tools
While most fact checkers’ preferred monitoring tools are CrowdTangle and 
Facebook’s fact checking product, others include Google Alerts, Brand24, 
Twitter advanced search, Buzzsumo and (paid-for tool) Trendolizer.

Fact checkers would benefit from subsidised or fully-paid subscriptions to 
Trendolizer, which can help fact checkers to identify coordinated activity, 
as well as identifying links to content removed by YouTube but still being 
shared on the internet.

Automated claim spotting tools

Some fact checkers use automated tools developed in house or by 
partners. Full Fact has  claim-spotting tools that search media outlets, 
some social media accounts, and UK Parliamentary transcripts. 
Chequeado’s Chequeabot scans media outlets across the country. 
PolitiFact uses ClaimBuster, which delivers a weekly run-down of 
checkable claims which appeared in a transcript or other text. 
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We go into more detail about automation, technology and fact checking 
later in this report.

Monitoring across platforms

There is not a consensus on how to monitor whether a claim is appearing 
across different platforms. Misinformation can and does spread from one 
platform to another; it’s common to see the same posts, or versions of 
the same post, popping up in multiple places at once, spread organically 
by users. Fact checkers reported seeing repeated patterns of claims 
spreading from one platform to another in different countries – for 
example, a claim appears first on Twitter, then Facebook then Instagram, 
or a claim circulating on WhatsApp appears days later on Facebook. 
Sometimes multiple instances of the same message might come in via 
WhatsApp tips, but that same text is nowhere to be found on Twitter 
or Facebook.

Many fact checkers said they do look for identical claims on other 
platforms, but as part of the research process rather than as partof the 
monitoring process: finding the earliest version of a claim or photo can 
often form the basis of a fact check.

Monitoring across countries

Many fact checkers raised the fact that claims often get translated 
from other languages – something that the International Fact-Checking 
Network has reported on.7 For example, in 2019, an anti-vaccine 
conspiracy theory appeared on Facebook in French a week after PolitiFact 
debunked the same hoax in English. Fact checkers saw the International 
Fact-Checking Network’s coronavirus collaboration as one useful way 
of tackling this challenge: fact checkers can keep track of what their 
colleagues are seeing, and get a head start on research if a claim begins to 
circulate which has already been fact checked in another country. During 
interviews, fact checkers did not seem to see this as the most pressing 
monitoring challenge, but Full Fact’s survey for this report showed that 
there is a sizable minority – 27% of respondents – who were interested in a 
database of fact checks on claims that cross borders and languages, with 
internal translation capability.

7	 poynter.org/fact-checking/2019/misinformation-transcends-platforms-languages-and-countries-how-can-
fact-checkers-stop-it
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The main online platforms monitored by 
fact checkers

Facebook

Facebook is the easiest platform to monitor, as fact checkers can find 
claims through CrowdTangle and the fact checking product. Perhaps as 
a result of this, as well as the fact that lots of fact checkers are paid by 
Facebook to check content on its platform,8 many organisations focus their 
online work more on Facebook compared to other platforms.

Facebook’s importance doesn’t seem likely to change. “Facebook will 
always be there,” says Factly, while Fatabyyano says, “Facebook will 
continue to rise. People don’t like to change their habits, and Facebook 
allows you to write and share whatever you want.”

Instagram

Many fact checkers including PesaCheck and PolitiFact recently started 
monitoring Instagram as part of their partnership with Facebook, after 
Instagram was added to Facebook’s fact checking product queue in late 
2019. These interviewees believe that Instagram will continue to be an 
important source of claims that need to be checked. PolitiFact said, “We 
often see viral videos and memes after certain events. Kobe Bryant’s 
death drove a lot of conspiracy theories on Instagram. A lot of adults 
see Instagram as a place where influencers sell stuff, but there are a 
lot of political discussions happening there.” Full Fact says, “Instagram 
marketing might become an issue – more politicians will start doing what 
Michael Bloomberg was doing [paying influencers to hype his campaign].”9 

But Instagram is hard to monitor, especially for fact checkers those who 
aren’t part of Facebook’s partnership. Factnameh says, “Twitter is easy: 
you can just do a text search on Tweetdeck and monitor keywords. We 
don’t have that ability on Instagram. You can’t intercept stuff because it’s 
visual, and you can’t search URLs because of the design. Stories are also 
a bit frustrating [they disappear after 24 hours]. But at the same time, it’s 
very popular.” 

8	 facebook.com/business/help/182222309230722

9	 engadget.com/2020/02/13/mike-bloomberg-instagram-ad-campaign
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Some fact checkers said that they would like to hire more staff so that they 
can monitor Instagram better: monitoring Facebook fairly and thoroughly 
is a huge task in itself. 

Separately to this, many said that visual search capacity would help them 
to monitor Instagram better.

WhatsApp

The main way fact checkers monitor WhatsApp is through reader 
suggestions. Some interviewees explained that the volume of messages 
involved has been challenging. At the height of Spain’s 2019 elections, 
Maldita.es received a WhatsApp tip every 30 seconds, ending up with 
a huge pool of potential claims to trawl through and select from. In 
Colombia, La Silla Vacía had to close down its WhatsApp hotline after 
being overwhelmed with reader requests. People who had sent in requests 
became annoyed when they got no reply, and at the time La Silla Vacía 
didn’t have the capacity to manage a fast growing community. 

As a closed platform, WhatsApp is hard to monitor, leaving fact checkers 
heavily reliant on user tips. For those that take reader tips, looking 
through requests is a time-consuming process. Fact checkers described a 
painstaking manual process of looking through a mass of tips on a phone, 
copying them into a Google Doc, and manually classifying messages to 
identify repeat claims and prioritise them for selection. Aos Fatos says 
it is “a very human process, not automatic: it’s very difficult to monitor 
WhatsApp systematically”.  

PesaCheck ran a project looking at misinformation circulating on 
WhatsApp and Telegram.10 They received about 300 or 400 WhatsApp 
tips each month while the project was running. Researchers collected the 
messages manually and put them in a Google Sheet, including detailed 
information about the messages such as when they were sent, the 
language and the country they originated from. The researchers were 
able to identify trends and get a feel for what type of misinformation was 
circulating on WhatsApp – such as health and security claims – but this 
system was not fast enough to function as a daily monitoring method.

10	 pesacheck.org/spotting-and-stopping-false-information-on-messaging-platforms-7e3f6bed3de2 
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How Covid-19 has changed the way fact checkers 
monitor WhatsApp
Since we conducted the interviews for this report in early 2020, the way 
fact checkers monitor WhatsApp has evolved. Fact checkers have seen 
an increase in requests, with Maldita.es receiving between 1,500 and 
2,000 reader requests per day, Aos Fatos receiving 1,550 requests via 
WhatsApp in just one week in March, and Chequeado receiving 70% more 
WhatsApp requests than it usually receives each day.11 Poynter reported 
that almost half of the claims fact checked as part of its CoronaVirusFacts 
alliance came from WhatsApp.12 

Meanwhile, WhatsApp has responded to the pandemic and surrounding 
information crisis with grants for fact checkers to build community 
management tools which might be permitted to connect to WhatsApp’s 
API, and by opening its API so that fact checkers can connect customer 
relationship management software and introduce WhatsApp chatbots to 
their working processes. To date, WhatsApp (both the Business App and 
API) is connected to 47 fact checking organizations in 26 countries around 
the world.13 WhatsApp also lists more than 40 fact checking organisations 
on its FAQ page, where it encourages users to “double-check information 
with these official IFCN [International Fact-Checking Network] Fact 
Checking Organizations”.14

During interviews, fact checkers such as Teyit and Maldita.es originally 
described the process of manually gathering reader requests from 
WhatsApp as “hard work for our engagement editor” and “a waste of 
journalists’ time”. 

Three months on, many fact checkers have been granted access to 
WhatsApp’s API, which has helped to reduce the amount of journalist 
time that needs to be devoted to processing reader requests. Maldita.es 
said, “During the first month of the Spanish lockdown we received 1500 
to 2000 messages a day and at that point it was absolutely impossible to 

11	 poynter.org/fact-checking/2020/the-demand-for-covid-19-facts-on-whatsapp-is-skyrocketing

12	 poynter.org/fact-checking/2020/the-demand-for-covid-19-facts-on-whatsapp-is-skyrocketing

13 	 faq.whatsapp.com/general/ifc-n-fact-checking-organizations-on-whatsapp

14	 faq.whatsapp.com/126787958113983?lang=nb 
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manage – plus moving the Whatsapp phone from one house to another 
under lockdown”.

Aos Fatos has launched a chatbot called Fátima on WhatsApp, with a 
focus on fact checks about Covid-19.15 Aos Fatos says, “The bot hasn’t yet 
eliminated or even reduced the manual work on the transmission list: on 
the contrary, we’ve seen an increase in requests for registration to receive 
articles and send suggestions in our existing whatsapp channel.” Aos 
Fatos said its subscriber base grew by 44% between 24 March and 18 
May, reflecting increased interest from Brazilians for reliable information 
about the pandemic. Maldita.es also has chatbot up and running, which 
has reduced the resources needed to monitor WhatsApp.

Twitter

Many fact checkers also monitor Twitter for misleading information, 
depending on how popular the platform is in their country. Twitter is often 
seen as an acceleration platform. Full Fact says, “If it’s on Twitter it means 
it’s more pressing and we need to get it sorted”, while Fact Crescendo says 
often, “Misinformation starts on Twitter and spreads to other platforms.”

Most fact checkers monitor Twitter via advanced search and on 
Tweetdeck, using keyword searches and building lists, and also look at 
what readers are sending in via Direct Messages. A few fact checkers said 
that Twitter’s removal from the CrowdTangle dashboard in September 
2019 was a loss as it means they have to monitor Twitter separately. 

Other websites and apps

In the Philippines, Viber and Facebook Messenger are much more 
important than WhatsApp. Rappler spots a lot of claims circulating 
through Messenger, especially during big events like the recent volcanic 
eruption and coronavirus pandemic. Rappler relies on readers to send 
screenshots and tips, as all these messaging apps are closed platforms, 
making them hard to monitor.

Factly and Fact Crescendo receive tips in local languages or from local 
regions which have been shared on Sharechat and Helo. PolitiFact has a 

15	 aosfatos.org/noticias/com-foco-na-pandemia-aos-fatos-lanca-robo-checadora-fatima-no-whatsapp
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partnership with Mediawise to monitor TikTok, and also monitors 4Chan 
and Reddit from time to time to spot cross-platform pollination of claims. 

With more capacity, Full Fact would like to branch out to monitoring 
Pinterest, which despite its early action on anti-vaccine content16 seems 
to have a potential problem in its recommendation algorithm. Full Fact’s 
fact checkers describe how the algorithm has taken them from pins about 
60s hairstyles onto 9/11 conspiracies, or from recipe pins to content about 
alkaline diets and home contraception remedies. 

More specialist platforms are also of interest. Mumsnet, a website for 
parents in the UK, is also seen as a potentially rich seam: Full Fact’s fact 
checkers have seen health misinformation related to pregnancy and 
childhood health, such as claims about the flavour of radox inducing 
labour and giving vitamin K injections to babies to prevent blood clots.

Platforms to monitor in future

We asked fact checkers what platforms they thought would be important 
to monitor more in future. The majority said that existing platforms 
such as Facebook and Instagram would continue to be important. 
Other platforms such as TikTok, YouTube, and WhatsApp were seen as 
increasingly important sources of misinformation. There were also region-
specific platforms which fact checkers thought would become increasingly 
important to monitor.  

In some countries, fact checkers predicted that TikTok would need to be 
monitored more: Africa Check says, “We know misinformation is spreading 
there”, while Aos Fatos sees it used among younger people in Brazil. Fact 
Crescendo says, “TikTok is gaining new followers fast and there are lots of 
influencers on it.”

On WhatsApp, Factly said it, “could remain private but very easily 
introduce a report feature,” while Rappler believes that YouTube will 
become a bigger source of misinformation as the internet in the Philippines 
gets cheaper. 

Other platforms mentioned as possible future sources to monitor included 
Telegram, Helo (owned by TikTok’s current parent company ByteDance 

16	 newsroom.pinterest.com/en/post/bringing-authoritative-vaccine-results-to-pinterest-search
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Ltd), and Sharechat. Fact Crescendo believes that a new crop of 
platforms might appear following crackdowns on existing platforms. “If 
Facebook stops people from disseminating misinformation, they’ll move 
somewhere else”. 

How fact checkers select claims
Once monitoring is complete, the next step is to select a claim to 
investigate. Selection is done independently by fact checkers within the 
Facebook partnership. Facebook does not discuss selection choices with 
fact checkers or contribute to editorial decision making. 

The first and most obvious consideration is whether a claim can be 
checked. Within Facebook’s fact checking product and among reader 
requests are a lot of opinions or commentary articles that fact checkers 
can’t verify. Sometimes data or evidence isn’t available for certain topics, 
or is of such low quality that it isn’t usable. 

Every organisation we spoke to was able to clearly articulate its selection 
criteria. Nearly all of these criteria prioritised potential for harm. Questions 
fact checkers ask themselves about harm include:

	■ If someone believed a claim, what damage could it cause to their 
and others’ health, lives or finances? 

	■ Could the claim threaten democratic processes or 
minority groups? 

	■ What is the implication for public discourse and national security?

	■ Who and how will this claim hurt if people believe it?

	■ Is life at risk?

	■ Does the claim relate to an urgent situation (e.g. floods, bombings) 
and require a quick response to stop the misinformation from 
exacerbating that situation? 

Some fact checkers highlighted the need to maintain balance, starting 
with a balanced approach to monitoring, and aiming to lead to a balanced 
pool of possible claims to check.
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Virality and reach are important, but almost all the fact checkers we 
interviewed had a skeptical view of virality and how to define it. Shares 
and views are seen as a good indicator that lots of people have seen 
something, but these numbers can also be gamed. Rappler sees this 
frequently in the Philippines and counteracts it by monitoring sharing 
activity by accounts it has previously identified as real people. The focus 
on virality by social listening tools often throws up false positives, such as 
news stories that are popular and accurate. 

Fact checkers tend to see two forms of virality: a single item of content 
getting thousands of shares or views, or many instances of the same 
or similar claims popping up with smaller share numbers (e.g. less than 
one hundred). The second type of viral content is harder to identify on 
Facebook’s fact checking product, which does not consider this type 
of virality.

Here are a few of the ways fact checkers consider reach and virality as 
part of their selection criteria:

	■ Number and speed of shares on social platform

	■ A piece of content has reached a threshold of engagement (e.g. 
3,000 retweets, 5,000 shares, 1,000+ reactions or comments)

	■ A claim is getting reported to the WhatsApp tipline multiple times

	■ The publisher (e.g. page or account) has lots of followers

Other considerations included the need to avoid amplifying content that 
was never destined to gain widespread attention – such as shocking 
claims which only have 15 likes, or single WhatsApp user tips – and 
considering whether a fact check will add unnecessary coverage to a news 
story, or help to clear up confusion. 

Finally, fact checkers talked about the need to meet monthly targets, for 
example for their Facebook partnership, which can make straightforward 
claims attractive. 

Other selection criteria include whether the topic might be interesting 
to the audience and help to draw in new readers, or whether a topic 
fits a focus (for example it could be part of a project about vaccine 
misinformation). Sometimes, claims might be ruled out because they are 
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not checkable within the fact checker’s political climate, or there’s a lack of 
data available against which to compare the claim. 

Summary of main monitoring and 
selection challenges and possible solutions
There are strategic challenges to monitoring, such as maintaining 
balance when a divisive public figure is disseminating huge quantities of 
disinformation, or when agents of misinformation develop new tactics to 
adapt to the efforts of fact checkers and internet companies. 

PolitiFact says, “We spend so much time checking President Trump: he 
says so many incorrect things. It’s really eaten into our time and ability to 
check more normal statements. When you have a leader who fabricates 
to the extent that Trump does it’s very hard to deal with. It’s exhausting 
people’s capacity to discern.”

PesaCheck says that the trickiest part of monitoring is uncovering claims 
from people who’ve found “creative ways to hide.” While they initially 
caught people “off guard”, now PesaCheck’s monitoring researchers “have 
to do more work to find false claims and get people to talk to them”.

There is no quick fix to these types monitoring challenges, and as 
PolitiFact points out, “the response needs to come from many parts of 
society.” But there are many areas where technology and tools could help 
fact checkers to monitor faster, more fairly, and more thoroughly. 

	■ Volume and relevance. Fact checkers must parse and discard 
huge amounts of irrelevant information from different sources, 
differentiating opinion from claim and sometimes encountering 
distressing or dehumanising images and text. Internet companies 
should continue to develop AIs for identifying claims, and offer 
a standardised way of evaluating this technology that will 
probe different kinds of claims, topics, languages, formats, and 
different political, media, and cultural contexts. Grant makers 
should consider offering funds specifically to increase monitoring 
capacity, especially as sources of misinformation increase along 
with new or increasingly popular communication platforms.

	■ Overemphasis on virality. Content surfaced by algorithms with 
high engagement may not necessarily be checkable, and a focus 
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on high engagement does not capture low-engagement but 
widely-posted claims. Sometimes reporting is gamed. Monitoring 
systems should highlight low-engagement but widely-posted 
claims, and work with fact checkers to increase emphasis 
on claiminess as well as virality, and to continue to weed out 
attempts to game or manipulate reporting.

	■ Audience requests. Fact checkers receive too many audience 
requests to respond to individual messages, and the manual 
labour required to copy, paste and analyse audience requests 
is repetitive and time consuming. WhatsApp should continue 
to open up its API to enable fact checkers to connect customer 
relationship management software and automate some aspects 
of working with audience requests.

	■ Monitoring YouTube. There is no tool to monitor trending content 
on YouTube, and identifying claims within videos is a difficult task 
requiring strong editorial judgement and time. YouTube should 
create a public-facing tool using existing systems to surface 
popular videos, videos reported as misleading or inaccurate, and 
multiple versions of the same video being posted from different 
accounts (including with low engagement). 

	■ Image searching. Searching by image or video stills rather than 
text is in early stages. This means it is hard to search Instagram 
or find matches for visual claims. CrowdTangle and internet 
platforms should continue to develop image and video-searching 
capabilities and aim to release products or updates responding 
to fact checkers’ need for visual search technology as soon 
as possible.

 31fullfact.org

C H A L L E N G E S O F O N L I N E FAC T C H EC K I N G



Researching, writing 
and reviewing a  
fact check

The International Fact-Checking Network’s Code of Principles states 
that fact checkers must publish their method online, although it is up to 
assessors and the International Fact-Checking Network to determine 
what is a sufficient level of detail.17 Facebook and other internet 
companies are not involved in assessments, and no interviewees 
reported interference by an internet company in the research, writing 
and editing process. 

The principles of monitoring and verifying online claims are fundamentally 
the same as those for checking statements made by politicians and public 
figures – such as transparency of sources, providing links to evidence, 
political balance – but the practicalities diverge.

Overview of the research, writing and 
review process
Credible fact checking is a meticulous, time consuming, deliberate, 
professional process. While most fact checkers we spoke to did not have 
a detailed written methodology for checking online claims, all were readily 
able to talk through the main aspects of research, writing and editing. 

There are many similarities across organisations and national contexts. 
Every fact checker we spoke to had a review process involving at least 
one other editor checking the quality of evidence, logic of argument, 
clarity of prose and political balance. Most use Google Docs and Slack as 
part of a collaborative workflow, regardless of whether they have remote 
workers or not. 

There are also many differences in the ways fact checkers research, write 
and review fact checks. Some of these are down to national context: 
in some countries, data is theoretically public but in practice has to be 

17	 ifcncodeofprinciples.poynter.org/know-more/the-commitments-of-the-code-of-principles
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requested from slow-to-respond government agencies; in others, data 
is promptly published online in well-presented formats. Organisations 
have different types and levels of checks in place, ranging from up to 
six layers of editing to a voting system where a minimum of four editors 
must approve a draft. Some organisations’ directors are involved in the 
editing process daily, whereas in others the director is only involved for 
controversial topics or tricky fact checks. 

Below you can see how frequently interviewees specifically mentioned 
certain tasks within their description of the research and review process.

Extra steps which are taken when needed include, using freedom of 
information requests, contacting international colleagues, or seeking 
expert input
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How fact checkers treat the source of an  
online claim
Many, but not all, fact checkers reach out to the person who created 
or shared the claim. Although this can have a negative impact on the 
timeliness of publishing a fact check (an early fact check can help slow 
down the spread of a claim), the majority of interviewees believe it is 
important to attempt to contact claimants. Aos Fatos says, “Our protocol 
is to try to reach them”, while Ellinika Hoaxes sees it as an “extremely 
important” part of the process, as a claim can be ambiguous or interpreted 
in different ways. 

Generally, the fact checkers we interviewed make a distinction between 
private citizens and public figures, and only identify the latter. There is a 
difference between someone with a few hundred followers who posts an 
inaccurate image which accidentally goes viral, and misinformers who 
repeatedly share false information. Full Fact tends towards “giving people 
the benefit of the doubt”, and PolitiFact and Africa Check try to avoid  
public shaming. Teyit and Aos Fatos redacts user names, saying, “We take 
names off when we produce social media cards to protect privacy.”

However, almost all fact checkers see identifying the source of a claim as 
the key to fact checking it. Africa Check in Senegal describes identifying 
the source as “50% of the work”, while Full Fact says it is “Number 1” in 
the process. Fact Crescendo says, “Once the source is known, you can 
easily debunk a piece of misinformation. You can see where the post 
travelled and how it propagated.” PesaCheck describes the source as “an 
important starting point – it helps you understand who to reach out to for 
clarification”. Knowing the history of a public figure – for example if they 
have made a lot of inflammatory statements – “helps us know what tone 
to take.” 

Sometimes, though, it is not possible to find the source of a claim – for 
example viral posts which pop up in multiple places, or posts from 
WhatsApp. Maldita.es says, “Most of the misinformation we check starts 
in WhatsApp. Sometimes you can guess whose agenda it is, but you can’t 
track the source down.” Dubawa says, “We usually prioritise identifying 
the source, but because of how misinformation morphs it can be really 
difficult to track.”
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	“ We like to find the source to understand intentions and help readers 
judge whether to believe it. – Dubawa

Intention is hard to prove, but fact checkers do look at what motivation 
someone might have for sharing or creating a post. Full Fact described 
checking an apparently-straightforward post parodying Extinction 
Rebellion.18 Later, the fact checker found that the account that had posted 
it was a white nationalist group: context which readers may want to help 
them judge claims. “A source can give vital context – people hide behind 
claims”, says Full Fact. Another example is Russian Internet Research 
Agency operatives posing as Black Lives Matter activists to drum up a civil 
unrest narrative during the 2016 US Presidential election.19 

On other occasions, fact checkers discover that the sharing of 
misinformation is less intentionally deceptive, or at least more complex. 
During the UK 2019 election, a picture began to circulate of a child on 
the floor of a hospital.20 There were accusations on Twitter that the 
Conservative party had bought bots to spread counter-stories claiming 
that the picture was staged. When Full Fact reached out to some of these 
‘bots’, they found that these accounts were actually a combination of older 
users sharing the Conservative message, as well as some anti-government 
users who were pretending to be bots.

Tracing the origin also reveals where a post has travelled and how it 
propagated, which can add useful context for both fact checkers and 
readers. Some fact checkers, such as Animal Politico and Rappler, follow 
the rabbit hole down to establish whether there is a coordinated network 
behind a piece of misinformation. Animal Politico says, “During the 2018 
elections in Mexico, we found a large network of Facebook pages and 
WhatsApp groups run by the same people, posting at the same time”. 
Animal Politico says it had to debunk claims from this network several 
times before Facebook took it down. On the process of identifying 
networks, Rappler says, “What if they got it wrong multiple times after 
being fact checked, and seem to be aided by a group of other pages – who 

18	 fullfact.org/online/Extinction-Rebellion-Sticker

19	 comprop.oii.ox.ac.uk/wp-content/uploads/sites/93/2018/12/Appendices-for-The-IRA-Social-Media-and-
Political-Polarization.pdf#page=17

20	 fullfact.org/online/LGI-photo-boy-facebook
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is behind those pages? The same people? Are they connected? You have 
to go beyond the specific claim – sometimes it’s about the message or the 
target.” As an example, Rappler described their investigation into how 
the Marcos family paved the way for their return to power using targeted 
disinformation across a network of websites, social media accounts 
and influencers.21

The review process

Senior or managing editors in most fact checking organisations review 
the credibility, quality and sufficiency of evidence used in a fact check. 
The editor looks at the draft from multiple perspectives and removes any 
bias they see, and considers possible misinterpretations to avoid backlash. 
Factly says, “We don’t want to ascribe motives to people. Acceptance of 
fact checking will be greater if we are perceived as neutral.” Factnameh 
says that the reviewer sometimes has to play devil’s advocate, putting on 
“the hat of someone who wants to dismantle the fact check, especially 
if there’s anything political in there. I say to my colleagues, ‘If I really 
don’t want to accept your fact check, you have to convince me’. It has to 
be watertight.”

Editors also review language and writing style. Some, like Africa Check, 
have a style guide. Others make an effort to break away from journalistic 
norms within their country – for example, “the tradition of being a bit 
ambiguous” in Iran, or the formality of language used by much of the 
media in Spain. Factnameh says, “We try to talk as if we’re explaining it 
to a friend. It’s informal. A lot of fact checkers do this to step away from 
the elite.” Maldita.es says, “We’re addressing people that aren’t regular 
readers of the media. To read our work you don’t need to have to have 
high education levels. We want to be understood by people who’ve been 
working for 16 hours. So we write in the same way we talk to our friends 
in the bar.”

Editorial materials

Many fact checkers have an established structure or template for drafting 
articles. Fact Crescendo says, “We don’t want people left guessing or 
wrongly assuming that a claim is true, so we use an inverted pyramid, 
starting with what’s being spread, what is being claimed, and why it’s 

21	 rappler.com/newsbreak/investigative/245290-marcos-networked-propaganda-social-media

 36fullfact.org

C H A L L E N G E S O F O N L I N E FAC T C H EC K I N G

https://www.rappler.com/newsbreak/investigative/245290-marcos-networked-propaganda-social-media


wrong. We keep our methodology simple, saying how we searched it on 
Google, and what keywords we used – then a clear conclusion.” 

PesaCheck asks writers to answer five questions:

	■ What is the claim?

	■ Where was it published?

	■ Who was it made by, or to whom do we attribute it?

	■ Why is it deserving of a full fact check? Is it something that could 
lead to real world harm that can be avoided by fact checking it? 
And what impact will fact checking have on public conversation – 
will it just create more buzz and confusion?

	■ What is the verdict?

Chequeado has an eight step methodology for fact checking 
misinformation online, developed in collaboration with other Latin 
American fact checkers and First Draft during a conference in 2019:22

	■ Select suspicious content from the social networks that 
are monitored

	■ Weigh its relevance

	■ Consult, when identifiable, the original source

	■ Consult, if identifiable, those involved in/affected by the 
misinformation

	■ Consult the official source

	■ Consult alternative sources

	■ Give context

	■ Confirm or deny the content

PolitiFact has five standard questions that a fact checker answers as part 
of the research and writing process:

	■ What is the claim?

22	 chequeado.com/metodo/
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	■ Where was it published?

	■ Who made the claim? 

	■ What’s the significance? (This covers potential for real world 
harm as well as the possible impact on public conversation of fact 
checking the claim – sometimes a fact check might just be adding 
to buzz and confusion.)

	■ What is our verdict?
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Skills and training for fact checking  
online claims
Social media claims vary in terms of topic, format and source. From one 
day to another, a fact checker might check text posts, videos, images or 
audio clips presenting fabricated quotes, bogus cures or overblown claims 
about the performance of the government. This requires knowledge of a 
wide range of tools and sources as well as human judgement, curiosity 
and determination.

	“ Each piece of misinformation is different – you need different 
databases, sources. – Animal Politico

The ideal profile of an online fact checker 

In general, journalism schools do not teach students basic online 
verification techniques such as reverse image searching. Experienced 
journalists do not necessarily have the skills to do online fact 
checking, either. 

This means fact checkers have to learn a lot when they start checking 
online claims. Full Fact says, “Traditional fact checking is a lot more 
statistical, you use databases and you have a clear operating ground. 
With internet fact checking you need a sense of humour and willingness 
to jump in headfirst – but also to take claims seriously.”  PolitiFact’s online 
fact checker says, “I originally had to learn a lot about datasets and how 
to reach out to campaigns – and in turn had to teach my colleagues things 
like fotoforensics or how to find the original of a tweet screenshotted 
to Facebook.” 

Impartiality is widely seen as the most important trait in a fact checker, 
and was sometimes linked to humility by interviewees. Fact Crescendo 
says, “We have to work to overcome our biases. Biases exist in every fact 
checker. We verify first, then form an opinion.” Ellinika Hoaxes says, “The 
notion of impartiality is sometimes new. We shouldn’t express emotions 
or opinions.” Maldita.es says, “Anyone who wanted to become a journalist 
wants to win a Pulitzer. Every journalist has issues with their ego and the 
way they perceive themselves and ideas. When you’re a fact checker that 
needs to change: you need to look at whatever you’re checking from a 
different viewpoint.”
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The skill set of an online fact checker is varied. Here’s what many fact 
checkers will be able to do after several months on the job:

	■ Identify text-based and non text-based claims – e.g. which part of 
a meme is being checked.

	■ Spot when an image has been fabricated or manipulated and find 
the original.

	■ Identify edited videos.

	■ Search screenshots from videos to identify the original source.

	■ Construct effective keyword searches.

	■ Find and use basic statistics such as international population 
figures or voter registration data.

	■ Spot psychological tricks that attempt to elicit certain 
audience reactions.

	■ Look beyond individual claims to spot patterns and learn how 
misinformers operate.

	■ Quickly interpret new online environments and judge 
their credibility.

Online fact checkers have to be flexible and open to any kind of research. 
Full Fact says, “the scope of information is almost infinite: we have a wide 
range to operate in.” One day, a fact checker could be searching old court 
case notes or verifying whether a video contains lightning. The next day 
might involve reaching out to an ex-politician who appears in a photo from 
the 1980s to verify who is standing next to them in the photo.

Training fact checkers to check  
online claims
Several fact checkers described their established training systems for new 
staff or interns.

Teyit: training interns to change the ecosystem

Teyit’s training for interns begins with reading translated research, 
Teyit’s own reports, and experts’ articles on information disorder and 
misinformation. This collection of information is called the Teyitpedia. 
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Then, interns give a presentation on what they understand about 
misinformation, how Teyit tackles it, and their own ideas for tackling it. 
After a week, interns are assigned simple fact checks, graduating to 
harder and more complex claims which require more than simple reverse 
image searches.

Teyit has a database of over 200 tools with descriptions of their uses 
which is shared with new staff and interns when they join, including 
internal training videos. Interns are taught how to use Wordpress and 
encouraged to try using a wide variety of tools. Teyit also encourages 
people to pick up the phone: “When they’re a little bit introverted, they 
don’t know how to get reactions from people.” 

Teyit says, “We want to change the media ecosystem. If our interns go 
onto a job in the media they have these skills and can transform their 
workplace too.” 

Fact Crescendo: fifteen days of induction

Fact Crescendo gives new editorial staff a fifteen day structured training 
induction. It covers: 

	■ Tips on how to spot fake news: critical thinking, looking out for 
emotional appeals, incomplete details, etc.

	■ Brief introduction to International Fact-Checking Network’s code 
of conduct and policies.

	■ Basic tools to analyze content: Simple tools such as reverse 
image, advanced Google Search, twitter search, translator, etc.

	■ Monitoring tools such as Crowd Tangle and Tweet Deck.

Like Teyit, Fact Crescendo maintains a list of tools which is regularly 
updated and is used by new and existing fact checkers. 

Fatabyyano: competition to join the team

Fatabyyano has five volunteer team members. People must enter a 
competition to join the team. Such competitions can involve up to 50 
people checking information as quickly as possible. Fatabyyano says, 
“They have to be able to read English, use basic tools such as reverse 
image search, and write a short draft of an article. Later we continue to 
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train people depending on which team they join. But everyone joins with 
basic skills.” Research happens within a Facebook group: “We do all our 
research in front of our members so that everyone can learn from each 
other and correct any mistakes.”

Evidence: tools, websites, and access to 
data and institutions

Tools and websites 

Fact checkers mentioned a wide range of tools that they use primarily 
in research, rather than monitoring. These were the most frequently 
mentioned in interviews:

Searching

	■ Baidu search

	■ Bing search

	■ Google advanced search

	■ Twitter advanced search

	■ Facebook Graph Search (not currently operating - fact checkers 
want this to be reinstated)

Video and image verification

	■ Amnesty video verification tool

	■ InVid

	■ Google reverse image search

	■ RevEye

	■ Tin Eye

	■ Yandex Reverse Images Search

	■ Fotoforensics
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Archiving pages or locating previously-archived pages

	■ Internet Archive

	■ Archive.is

	■ eyeWitness

Evaluating web pages

	■ Website Informer

	■ Who.is 

	■ CrowdTangle Chrome extension

Other

	■ Google Dataset search

	■ Google Translate

	■ News agencies

	■ Newspaper archives 

Accessing and using public data

Fact checkers use a wide range of data to check online claims, for 
example international sources such as the World Bank and the World 
Health Organisation, national statistics bureaus, data produced by NGOs, 
data obtained through freedom of information laws, archives and legal 
documents. Access to data, quality of data and publication formats vary 
from country to country.

Governments’ impact on the accessibility of information

In 2012, Brazil’s Congress passed a law creating rules for access to 
public information in Brazil. Aos Fatos describes the change after 
Dilma Rousseff’s impeachment. “[The law] functioned well, with some 
irregularities, until the government turned after the impeachment 
in 2017. Then it became difficult to obtain information. People don’t 
respond on time, there are delays in delivery, people send us information 
that’s incomplete.” 
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In Tanzania, the government came out against fact checking, saying that 
the only data that is usable and should be referenced is government data. 
Fact checkers were banned from collecting their own data. PesaCheck 
says, “We had to move away from public finance claims to things related 
to health and education, as the government doesn’t mind sharing data on 
these topics so much.”

In India, getting hold of data varies from region to region. Fact Crescendo 
says, “Getting hold of governments in a country as big as India can be 
hard. We’re many big countries rolled into one.” Government statistics 
are published online, and Factly says there is a culture of data sharing at 
a national level. However, such a uniform data sharing culture is absent 
at the regional government level. “If something is not published, it’s hard 
to procure”, according to Fact Crescendo. Factly echoes this, saying that, 
“When misinformation has a local context, sometimes it is very difficult to 
find relevant data.”

	“ Government programmes and interventions are shrouded in secrecy 
and you can’t find out the numbers, especially when people in 
government are beneficiaries. We can’t take their word for it. – Dubawa

Many fact checkers, including Teyit, Maldita.es, La Silla Vacía, described 
using their country’s transparency acts, sometimes successfully, but 
always with the result that important fact checks are delayed by 
months. When Teyit uses freedom of information laws, they are often not 
successful. “When we request important data they say something like, ‘For 
this kind of data we would have to do further research, so we can’t answer 
your questions’”. Rappler has also experienced this type of brush-off from 
authorities in the Philippines: requests for information are sometimes 
denied, with the reason that the request was not specific enough. 

Bad quality, inaccurate or incomplete public data

Even where data is accessible, it is not always good quality. South Africa 
has an independent statutory statistics body, but it still has flaws. For 
example, Africa Check says, data isn’t always up to date, so some claims 
can’t be fully refuted. La Silla Vacía agrees that quality is more challenging 
than access. “We’re better off here than most countries because there’s an 
understanding that public data is public, but sometimes it’s not easy to get 
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hold of data. Even people in government can’t access it – because it wasn’t 
stored properly.” 

Dubawa says that population figures aren’t accurate. “The last census 
was in 2006 and people contested the credibility even of that. So we 
do a lot with that data, but we really question its trustworthiness.” 
In January, Aos Fatos fact checked a claim about whether President 
Bolsonaro had appointed an actress as cultural secretary who was also 
receiving a pension (a privilege based on her status as the daughter of 
a military official). Aos Fatos accessed a Ministry of Economy database 
which contained all the names of people receiving a pension and could 
not find the actress there. However, it later emerged that the database 
was incomplete, and the government reached out with new information. 
Aos Fatos had to remove the article and apologise.23 “You cannot blindly 
believe an official database,” they say. 

In the Philippines, a lot of information and data requested under freedom 
of information policies takes time to produce, process and release. Even 
then, answers are not necessarily relevant to the information fact checkers 
ask for. For example, when Rappler was fact checking a claim about the 
government’s building infrastructure programme, it took months to get a 
list of the projects that were supposed to be part of the programme. “To 
this date we don’t have start and end dates,” Rappler says. Sometimes the 
statistics themselves are not even correct. “Data on government budgets 
and crime statistics are really debatable.”

Accessible formats: PDFs and national statistics portals

When fact checkers do manage to obtain information, it is often sent in 
formats that are difficult to use. Whether this is intentional or not, the 
effect is that it slows down the publication of fact checks, sometimes so 
that public attention has moved on so the topic is no longer relevant. 

Rappler and Dubawa both described being sent huge PDF files running 
to “thousands of pages” in the course of an online fact check, from which 
it is hard to extract the data. In Spain, Maldita.es has also experienced 
problems with datasets published in inaccessible formats. “A dataset 

23	 aosfatos.org/noticias/correcao-regina-duarte-recebe-pensao-por-ser-filha-de-militar-mas-de-r-68-mil-
nao-r-20-mil
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might not be made available so you can’t analyse the information. You 
often get a PDF.”

In the UK, fact checkers have good access to data, and data is increasingly 
published in accessible and machine readable formats. Statistics are 
produced independently and overseen by a body that operates at 
arm’s length from the government, called the UK Statistics Authority. 
However, fact checkers still experience accessibility issues on certain 
topics. For example, during a fact check about voter ID trials, Full Fact 
needed information from the Electoral Commission regulator, but this was 
provided only in image format and could only be downloaded as a PDF or 
image file.24 

Some fact checkers also talked about their country’s national statistics 
portals being difficult to use. For example, Ellinika Hoaxes says, “The 
platform for accessing ministry and public agency expenditure is not 
user friendly.” 

Responsiveness of government and institution 
press offices
Fact checkers frequently contact officials and institutions to obtain 
evidence, as well as for official statements on the government’s position, 
or whether something was said, or actually happened. Press offices are 
often helpful, but fact checkers still experience huge challenges with press 
offices dragging their feet, or authorities refusing to take responsibility for 
answering questions, and redirecting a fact checker’s enquiry to different 
departments in an endless game of pinball.

In Senegal, Africa Check’s main challenge is delayed responses – 
sometimes intentionally, it seems. “Institutions make it hard to get a fact 
check going. You might wait a week or two. They don’t outright refuse, but 
they know us. We had more difficulty accessing evidence this year than 
before.” The story is the same when contacting professors: “It’s sometimes 
easier to get information from the EU than Dakar universities.” Partly in 
response to this problem, Africa Check worked with independent experts 
to build Infofinder: a list of existing public databases, sources and facts 

24	 fullfact.org/media/uploads/fullfactreport2020.pdf#page=24
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about a particular subject.25 “It’s not only for fact checkers, but for our 
followers too”, they say. 

Many other fact checkers mentioned delays as a challenge. Ellinika Hoaxes 
contrasted the Greek authorities’ slow and evasive style of engagement 
with fact checkers with the experience of German colleagues. “Correctiv’s 
experience of getting a reply in a few hours was unbelievable. They 
contacted the German Ministry of Interior and got a reply right away.” 

It is common to be fobbed off or redirected by government departments 
which do not want to take responsibility for giving an answer. Full Fact 
described looking into a claim about the bath product Radox and being 
bounced around thirteen different government press offices during their 
search for answers.26 In Greece, Ellinika Hoaxes says, “Things are pretty 
weird. If you ask for supposedly publicly available information from 
ministries, you might not get it. People don’t want to take responsibility for 
saying something inaccurate. When you try to check whether a political 
figure made a statement, you won’t get an answer, or you won’t get a 
clear answer.” 

Sometimes authorities can be helpful when fact checkers least expect. 
Animal Politico checked a claim about children being kidnapped from 
a small Mexican state. “It was complicated to get in touch with the 
authorities, because justice departments are really small. But once we got 
in touch and explained, they were pretty open about it.” Animal Politico 
also says that although delayed responses can be a problem in Mexico, 
sometimes delaying a fact check by over a month, his team often finds it 
easier to get answers from government press offices than his political fact 
checking colleagues. “Many government press offices have a problem with 
political fact checking, but we don’t experience this as much for online 
fact checking. Our colleagues [in the political fact checking team] find it 
hard to get the phone picked up, but the health department is one of our 
frequent sources.” 

25	 africacheck.org/infofinder

26	 fullfact.org/media/uploads/fullfactreport2020.pdf#page=25
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Summary of main research, writing 
and reviewing challenges and 
possible solutions
In comparison to monitoring and selection, many research, writing 
and reviewing challenges are less susceptible to being tackled by tools 
and technology.

	■ Repetitive claims. Common recurring misinformation includes 
scams such as those involving fake job adverts, or claims 
which appear at predictable moments, for example after 
natural disasters or protests. Technologists and fact checkers 
with technical resources could explore the possibility of auto-
generating some parts of articles; internet companies should 
continue to feed data to their algorithms to detect these and in 
time remove them automatically. Both of these potential solutions 
would need rigorous testing and evaluation.

	■ Repetitive tasks. Examples of this include carrying out many 
reverse image searches every day, or giving the same answer 
for 30 different claims such as false cures for COVID-19. 
Technologists and fact checkers with technical resources could 
explore the possibility of robochecking for some types of claims 
(e.g. claims which use the same sources) and of using structured 
data within websites, so that the same conclusion can be added 
to multiple articles, avoiding the need for reviewing and editing. 
However, human oversight or judgement is always needed. 

	■ Transparency, quality and accessibility of information.  
This includes delays from officials and other information sources, 
governments that refuse to share data on certain issues or 
suppress information at election time, long PDF documents and 
badly-designed user interfaces, and out-of-date data. In general, 
these types of issues are dependent on the political contexts in 
which fact checkers are working in and there is no quick fix. Fact 
checkers should keep an open dialogue on these issues and learn 
from each other, as well as seeking opportunities to work with 
information producers to improve the provision and accessibility of 
information, if they judge this to be appropriate and constructive 
in their local context.
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	■ Training editorial staff. Staff must often be trained from scratch, 
yet many organisations do not have a codified training system. 
Fact checkers should ask to examine training outlines and 
materials from Teyit and Fact Crescendo and consider whether 
these could be translated and adapted for different local contexts. 

	■ Finding the source of claims in closed platforms. In closed 
platforms like WhatsApp, it is sometimes not possible to find 
the source of the claim, which can considerably slow down the 
research process or result in a conclusion that the claim can 
be neither proved nor disproved. Possible solutions to explore 
include developing image searching software, and introducing 
user reporting on WhatsApp and providing fact checkers with 
anonymised information about when claims began to emerge on 
the platform. 
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Publication and 
distribution of online 
fact checks

Fact checkers distribute and publish online fact checks in multiple 
places. First of all, they publish fact checks on their own websites and 
promote them through their own social media channels. Most fact 
checkers have Facebook pages and a Twitter account, and some have 
WhatsApp distribution lists, a YouTube or Telegram channel, or an 
Instagram account. 

Most also distribute their online fact checks more widely to reach a bigger 
audience, for example through media partnerships: sometimes media pay 
fees and others have arrangements where they republish and reuse fact 
checks free of charge. Fact checkers sometimes run online advertisements, 
and many have received ad credits from internet companies, particularly 
during elections and during the coronavirus pandemic.

A third distribution method is technology set up by internet companies, 
such as Facebook’s Third-Party Fact-Checking programme, which 
shows fact checks and fact checkers’ ratings to Facebook users, and 
ClaimReview, which enables Google, YouTube, Bing and others to highlight 
fact checks in search results and in apps.

The main challenges fact checkers experience in this part of the process 
include: getting set up on new social media channels with limited staff 
resources, presentation of fact checks, knowing too little about audiences, 
managing media partnerships, internet censorship, online harassment, 
getting clear answers and support about how to use ClaimReview and 
how internet companies use it in their products. It is notable that Facebook 
is the only internet company with any systematic programme for funding 
fact checking of content on their products.
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Online promotion and presentation of  
fact checks
The main social media channels fact checkers use to distribute their 
work include:

	■ Facebook: fact checkers use Facebook to post videos, images 
and text, to advertise, to conduct live shows or Q&As, and to 
message users. 

	■ Instagram: fact checkers post images summarising fact checks 
as well as creating swipeable Stories content. Some fact checkers 
are experimenting with a step-by-step storytelling format and 
more informal tone on Stories, which expire after 24 hours.

	■ Twitter: fact checkers create threads, moments, and sometimes 
interact with people they’ve checked. Twitter is also popular 
for live fact checking (tweeting fact checks live alongside a 
programme or debate). Some fact checkers actively confront 
Twitter accounts which spread misinformation as part of their 
distribution strategy.

	■ YouTube: a minority of interviewees post regularly on YouTube.

	■ WhatsApp: some fact checkers have WhatsApp distribution lists, 
which can be topic- or language-specific. 

Fact checkers also try to optimise their ranking in Google Search results by 
making sure they use relevant keywords. Some also advertise on Search 
as well. Several said that they do not know enough about search engine 
optimisation and suggested that Google could increase support for fact 
checkers via troubleshooting, ads training and ad credits. 

Many fact checkers also have a mailing list used as part of their 
distribution strategy.

Adapting the presentation of fact checks for 
different channels
Fact checkers publish their online checks in a range of presentation styles. 
Online fact checks can come in long-form written articles accompanied by 
rating scales, images and other additions such as bullet points or “claims 
and conclusions”, as well as images, GIFs, videos, and audio clips.
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Full Fact’s 2020 research briefing on communicating fact checks online 
identifies three factors influenced by presentation:

	■ Reach: presentation, for example adding an image to a post, can 
make the difference between a fact check that gets seen, and one 
that is outranked by more attention-grabbing posts.

	■ Learning: presentation affects what audiences learn and what 
they believe to be true.

	■ Credibility: certain media, such as pictures and videos, have an 
intrinsic ability to make text appear more believable.27

There is potential for fact checkers to do much more with presentation, 
based on research covered in briefings like this, which have detailed 
practical recommendations. However, adapting promotional materials 
for different channels is a time-consuming and expensive process: an 
in-house designer is a big strategic choice, which many fact checkers 
cannot afford. La Silla Vacía said that if they won core funding they would 
likely spend this on creative presentation and design that engages their 
audiences, rather than technology and automation.

Digesting research and applying it into daily working processes takes 
time and brain power, even when the research is presented concisely and 
tailored to the world of fact checking, as Full Fact’s is.28 What works for an 
American audience does not necessarily work in Nigeria or Argentina, and 
the majority of studies on learning and veracity consist of lab experiments 
with US participants, who may resemble but are not representative of 
audiences worldwide. This is one reason why Africa Check, Chequeado, 
and Full Fact launched a joint research programme funded by Luminate 
to turn research into practical recommendations with global relevance.29 
This kind of work, building a stronger evidence base for more effectively 
tackling harmful false information, needs more support from funders.

27	 fullfact.org/media/uploads/how-communicate-fact-checks-online.pdf

28	 fullfact.org/research

29	 fullfact.org/research
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What do fact checkers know about their audience?

In addition to the challenge of cost involved in presenting fact checks 
effectively, fact checkers do not know enough about their audiences to 
tailor their online presentation as effectively as they would like. 

The majority of information fact checkers have about their audience comes 
from Google and Facebook analytics, or anecdotal evidence from readers 
who have emailed in or interacted online. However, multiple fact checkers 
expressed suspicion of social media metrics as a way to understand 
audiences and measure impact. One says, “We don’t care about online 
metrics that much: we know there’s more to impact than this. We want 
to find proper impact analysers to track impact. It’s important to fight 
disinformation in a way that spreads to offline places.” 

Several interviewees have conducted audience research for editorial 
purposes (as opposed to research primarily intended to inform fundraising 
activities), including Full Fact and Africa Check. Africa Check’s impetus for 
this was a funder asking for information about referrals and average time 
on page.30 

However, most fact checkers have not done audience research, and want 
to know more about their audiences, including:

	■ Detailed demographic information

	■ Political attitudes and interests

	■ Social media habits

	■ News consumption trends (especially in under-researched regions 
e.g. Middle East)

	■ Search trends

	■ The places people see misinformation and how they become 
aware of it

	■ Types of misinformation people are seeing

	■ Why users share misinformation

30	 reutersinstitute.politics.ox.ac.uk/risj-review/most-successful-fact-checks-africa-checks-visitors-lessons-
kenya-nigeria-and-south
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	■ Why people follow certain pages

	■ What kinds of people engage with fact checks

	■ Whether fact checking changes their behaviour and attitudes

	■ What sort of information people are getting from friends 
and family

	■ How online information reaches offline audiences

It is possible that Facebook, Google, Youtube and others such as Twitter 
could share more information about their users in each country with fact 
checkers to support the end goals of improving the uptake of accurate 
information and effectively correcting widespread inaccurate beliefs, such 
as those identified by Ipsos Mori’s Perils of Perception research.31 

	“ We really want to know more about our audience: they have different 
needs regarding the types of misinformation they face. At the moment 
we have very limited information about who follows us. For example, 
we know that half of our followers are women – but it doesn’t help us to 
understand who wants what.  – Teyit

The challenges of distributing on WhatsApp

WhatsApp is a two-way channel for fact checkers: the audience sends in 
claims and the fact checker sends out a fact check response. In Colombia, 
La Silla Vacía fact checks claims sent to them from their audience based 
on a commitment from the reader that they will post the fact check 
back in the same group where they spotted the claim. Fact Crescendo 
has broadcast groups for 11 different languages, and receives 20 to 30 
requests each day. Factly runs a WhatsApp broadcast for 3,000-4,000 
people, and gets tips back from the audience. 

Manually adding subscribers

Distribution via WhatsApp requires fact checkers to manually add 
individual subscribers to an organisation’s phone book. Maldita.es has 71 
WhatsApp distribution lists (the group maximum is 256 users), covering 

31	 perils.ipsos.com
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general information and fact checks, as well as sub-topics like science 
and immigration. 

Fitting the whole fact check in a single image, GIF or 
short video
Fact checkers cannot control where images go once they are published 
online. This means it’s important to make sure that all the important 
information is in the image – including sources – so that people can 
understand the fact check without knowing the fact checker’s website 
address, or even knowing the fact checker at all. 

Fact Crescendo, which operates across India, Sri Lanka and Myanmar, 
ensures the entire fact check is downloadable in a single image. 
PesaCheck, operating in Kenya, Uganda and Tanzania, also designs 
WhatsApp-friendly content in image, GIF and short video formats. The 
aim is to make the fact check self-contained and avoid making users click 
on links. 

WhatsApp does not provide metrics to track consumption 
and engagement

Like other fact checkers, PesaCheck says they have no idea of the impact 
of their efforts on WhatsApp, since WhatsApp does not allow publishers 
to track engagement. Africa Check, which also uses WhatsApp to 
distribute fact checks, said that it is not possible to establish a clear 
picture of impact, since WhatsApp metrics are minimal – for example, 
there is no way to tell whether someone has forwarded your voice note 
to other groups or individuals.  

Press partnerships and syndication
Many of the fact checkers we spoke to have media partnerships with 
broadcasters and print media. Their media will take online fact checks 
just as happily as fact checks of politicians’ claims. Challenges include 
sustaining a long term partnership and drop off of media interest outside 
of election periods.  

Maldita.es has collaborations with radio, TV and digital media, and saves 
these spaces to promote fact checks of the misinformation with the 
highest impact. PesaCheck has a syndication partnership with The Star, 
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one of Kenya’s largest newspapers.32 PolitiFact also has state partners 
such as TV stations and newspapers around the country, which are 
permitted to repost content from PolitiFact’s main site. This is great for 
reach: “a fact check can end up all across the country,” says Politifact.

For some, it is not easy to sustain a long term partnership. For example, 
one fact checking organisation had a partnership with a European 
broadcaster’s international bureau. After an initially promising start, where 
twelve fact checks were published, there was a sudden silence. Despite 
repeated emails, the fact checker heard nothing. 

Media interest in social media fact checks often picks up around news 
events or elections, when journalists want to capitalise on public interest 
and generate more content on their site to increase advertising revenue, as 
well as to set the record straight and improve voter access to information. 
The other side of this is that interest can drop off outside of election time: 
fact checkers struggle to make the most of any opportunities to reach new 
audiences through news media at times when they are already operating 
at full capacity.

Internet companies: distributing 
fact checks online automatically to 
mass audiences

ClaimReview schema

ClaimReview schema is a tagging system that lets search engines, apps 
and social media platforms find fact checks and show them in other 
places, like newsfeed or search results.33 ClaimReview is one of many 
schema, such as Movie, MusicRecording, or Recipe,34 which give signals to 
search engines and apps about the type of content they are attached to.

Fact checkers add ClaimReview schema to their fact checks to increase 
the likelihood that their work will be highlighted by Bing or Google, as well 

32	 the-star.co.ke/news/fact-checker/

33	 developers.google.com/search/docs/data-types/factcheck

34	 schema.org/docs/schemas.html
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as apps like the US-focused Fact Stream, which sends push notifications 
when a new fact check is published by the Washington Post, PolitiFact 
or FactCheck.org. Youtube has published blogs describing how it is using 
ClaimReview in Brazil and the US,35 but based on our interviews there 
does not seem to be widespread knowledge among fact checkers of how 
ClaimReview is being used by Google and Facebook in their products. 

Google recently revealed that thanks to ClaimReview schema “these fact 
checks appear more than 11 million times a day in Search results globally 
and in Google News in five countries (Brazil, France, India, U.K. and U.S.). 
That adds up to roughly 4 billion impressions a year.”36

Describing fact checks consistently, as a specific type of content with 
inherent structure that is universally understood by fact checkers and 
distribution platforms, is vital for fact checking to operate at internet scale.

Despite its importance and potential to help fact checkers reach new 
audiences on a much larger scale, fact checkers do not, by and large, have 
a good handle on the governance structure surrounding ClaimReview, 
exactly how the schema works, or how it is used by internet companies. 

How do fact checkers add ClaimReview?

The majority of fact checkers we interviewed add ClaimReview to their 
fact checks either by using either Google’s form, via Full Fact’s WordPress 
plugin, or by integrating it into a custom-built CMS. Many mentioned that 
Full Fact’s plugin had made it easier to add ClaimReview. Some said that 
they don’t use it as their work is more image based, but if there were an 
image or video-focused version of ClaimReview, they would consider 
it. At the time of writing, Duke Reporters Lab is developing a proposal 
for a similar format called MediaReview, which may address some of 
these concerns.

35	 youtube.googleblog.com/2020/04/expanding-fact-checks-on-youtube-to-united-states.html;  brasil.
googleblog.com/2019/11/trazendo-mais-transparencia-e-contexto.html

36	 blog.google/outreach-initiatives/google-news-initiative/how-we-highlight-fact-checks-search-and-google-
news
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Who is in charge of ClaimReview?

Many fact checkers were not clear on who is in charge of ClaimReview 
schema, or who can make changes to it and resolve implementation 
or technical issues. This may be because no single organisation is in 
charge: there are multiple centres of gravity within ClaimReview, whose 
design reflects the interplay between Schema.org as the maintainer of 
its standard definition, and the voices of community contributors and 
advocates who have shaped its design and contributed to its success. 

Schema.org was founded by Google, Microsoft, Yahoo and Yandex, and 
is run as an open collaboration,37 meaning that it is possible for anyone to 
view and engage with the development process. Schema.org’s webmaster, 
who is responsible for technical changes, has engaged with fact checkers 
over several years to build a community around the standard. However, 
since this is a highly technical discussion, there are concerns – including 
from Schema.org – that fact checkers without technical experts on their 
teams are less engaged in conversations about ClaimReview.

Duke University’s Reporter’s Lab, which houses claimreviewproject.
org, was one of the first voices in this community, having initially 
helped to develop ClaimReview and work with Google to highlight 
fact checks with ClaimReview in Search results. It carries out training 
and provides dedicated guidance to fact checkers in setting up and 
implementing ClaimReview.  

Google has been actively engaged in the ClaimReview community 
for several years, both in terms of funding training (including via 
claimreviewproject.org) and bringing fact checkers together. Google has 
used ClaimReview to contextualise information on some of its products, 
such as Snippets and Search results on Google, and on YouTube in Brazil, 
India and the US. The International Fact-Checking Network and Google 
held a meeting in January 2020 with representatives from twenty fact 
checking organisations to discuss ClaimReview. This type of engagement 
is seen as valuable and fact checkers would like to see Google invest 
more in this, including by expanding its team to enable more regional 
conversations about the development and effectiveness of Google 
products that rely on ClaimReview.

37	 github.com/schemaorg/schemaorg/issues
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Full Fact received funding from Facebook in 2019 to deliver training to 
fact checkers to support takeup of ClaimReview and resolve related 
technical issues. As part of this project, Full Fact built a WordPress plugin 
to streamline the process of adding ClaimReview, after estimating that 
WordPress was used by more than half of fact checkers collected in Duke 
Reporter’s Lab’s database.38 

Given this interconnecting network, it is understandable that many 
interviewees were not clear about the ideal person to contact to resolve 
issues or become involved in technical discussions about ClaimReview. 
During interviews, one fact checker told us they had problems setting up 
ClaimReview, and sought help from Google. They described being bounced 
between different departments, including a marketing department, none 
of which managed to resolve the fact checker’s questions. 

The challenges faced by fact checkers around ClaimReview

Interviewees mentioned other challenges related to ClaimReview, including 
confusion over how ClaimReview interacts with search results, questions 
over language capability, perceived lack of coordination between Google 
and Facebook, and training. 

North America focus 
We heard concerns that ClaimReview has had a focus on North America, 
and that only fact checkers with significant technical resources are 
meaningfully able to be involved in decision making about the schema. 

The development of a new schema called MediaReview may offer an 
opportunity to help address this. MediaReview is similar to ClaimReview 
in style but aimed at describing manipulated media. The engagement 
process so far for MediaReview’s development, being based on thinking 
from the Washington Post and strongly led by the leadership of Duke 
Reporters Lab, suggests the project has North American origins. During 
interviews, some interviewees asked us whether we, Full Fact, knew the 
latest news about MediaReview schema and when it would be rolled out, 
suggesting that some wider engagement has taken place, but possibly 
in an early or inconsistent way. Full Fact has been involved in these 
conversations but does not have a leading role. Taking the time to think 
now about how fact checkers around the world can be connected with 

38	 wordpress.org/plugins/claim-review-schema
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such important schemas will hopefully ensure they have the greatest 
impact when operating at a global scale. 

While it is questionable that every fact checking organisation would want 
to engage with these discussions if given the chance, and acknowledging 
that these conversations are fast moving, there is room for improvement 
on the current approach. Those in active positions in this community 
should work together to create a public roadmap for engagement with the 
international community on ClaimReview, MediaReview and any future 
schemas under discussion, and consider the risks of engaging only with 
small groups of fact checkers in a single political context. In line with this, 
Full Fact is supporting the work currently being led by the International 
Fact-Checking Network to initiate a structured conversation among fact 
checkers from all over the world, to ensure everyone can contribute equally 
to decisions that affect all of us. 

Technical resources 
In 2019, Full Fact talked to around 80 fact checkers about their training 
needs around ClaimReview and automation in general. As part of this 
project, Full Fact helped one organisation to recover control of their 
website after they were held hostage by their former developers, and also 
helped several fact checkers upgrade their sites, since they didn’t have the 
resources to complete this themselves.

One fact checker says that on top of their normal work, implementing 
ClaimReview is one thing too many to learn: “Most of our journalists are 
not tech savvy – they don’t even work with HTML. And we don’t have a 
technical staffer who can teach us.”

Fact checkers with fewer technical resources and skills should be 
supported to gain confidence and contribute to discussions about Schema.
org, so that perspectives from multiple political and linguistic contexts 
are considered.

Confusion over how ClaimReview interacts with search results 
Fact checkers expressed confusion about if ClaimReview interacts with 
SEO. One organisation said, “We assumed that ClaimReview would 
improve our SEO. But sometimes our fact checks don’t get highlighted 
in search results – we don’t really understand why.” Another described 
adding ClaimReview correctly to a fact check, checking what search 
results came up for keywords a user might be searching for, and seeing 
that the top five search results were for false news websites. Another said 
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that their fact checks were only being highlighted on the seventh page 
of results. 

This information is published on Google’s developer page for ClaimReview 
and Search, which states that “Fact checks are not guaranteed to be 
shown” and explains that fact checking sites are scored programmatically, 
in a similar way to general page ranking.39 This information would benefit 
from being publicised to fact checkers, since it is clear that not everyone 
has seen and understood it.

Language capability 
There are also questions about language capability. For example, Factly 
describes “teething problems” including that ClaimReview seems to 
perform better in English than Telugu, and that local language content 
does not show up in English search results. This means that people 
searching in local languages might not see a fact check about their 
region published in English, and vice versa. This is an area that could 
benefit from collaboration between Google and fact checkers working in 
multiple languages.

Coordination between Google and Facebook 
There is a perceived lack of coordination between Facebook and Google in 
terms of the data needed to automatically distribute fact checks across the 
web via ClaimReview. Fact checkers are already stretched and it would be 
helpful to coordinate on necessary information for products like Facebook’s 
fact checking product and ClaimReview, so that more time can be spent on 
skilled activities like research, rather than manually entering similar but not 
identical data into third-party products. One fact checker said they aren’t 
using ClaimReview because it was “initially tricky to match the verdicts 
to Facebook’s”.

The need for a different approach to training for ClaimReview 
Some interviewees talked about their training needs in relation 
to ClaimReview. There is a mix of training on offer already: 
claimreviewproject.org runs training, including for new fact checkers; 
Google has a dedicated online training platform; Full Fact ran a Facebook-
supported training project in 2019/20, and as part of this created the 
WordPress plugin.40 Our conversations with interviewees suggest that 

39	 developers.google.com/search/docs/data-types/factcheck

40	 newsinitiative.withgoogle.com/training/lesson/5684021820391424?course=verification
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an approach focused on troubleshooting on an individual basis could 
have more impact than one-hour ‘basics’ sessions with lots of other 
participants. Duke Reporters Lab and Full Fact have gone some way 
towards this by offering individual training sessions, but it seems as if 
more is needed to help fact checkers become fully confident in using and 
understanding ClaimReview. The International Fact-Checking Network 
should explore this question further and report back on the results to those 
offering ClaimReview training.

The future of ClaimReview

ClaimReview has had a huge impact already, and has potential to grow 
and help more people find reliable, impartial information online. The many 
people and organisations who have brought ClaimReview into use now 
need to consider how to help ClaimReview grow, and to reflect on what 
set up can best enable this. 

Potential routes to explore in future include:

	■ A joint roadmap and programme of engagement between 
the International Fact-Checking Network, Schema.org, 
claimreviewproject.org, Google, Facebook and others, to make 
it easier for more fact checkers to engage with the future of the 
ClaimReview and related schemas, should they wish to do so. 

	■ Increased communication to fact checkers about technical 
developments to ClaimReview and other relevant schema, for 
example a quarterly email from Schema.org to the international 
fact checking community on live discussions and planned 
changes, with information on how to get involved.

	■ Increasing technical capacity within the International Fact-
Checking Network to more proactively connect the dots between 
different aspects of  ClaimReview – enabling it to scale and 
have more impact – such as training and implementation, 
representation of the global community, and liaison with relevant 
organisations to ensure fact checkers’ feedback is acted upon in a 
constructive and timely way. 

	■ A collaboration between the International Fact-Checking 
Network, claimreviewproject.org and internet companies such as 
Google, Facebook and Microsoft, with the mission of providing 
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answers about how online products are using and interacting 
with ClaimReview. For example:

	■ Internal translation capabilities of platforms’ products

	■ Products’ ability to cope with regional languages

	■ How ClaimReview interacts with algorithms, eg. interaction 
with search results ranking

	■ Why ClaimReview seems to work so intermittently in 
Google search

	■ How (if at all) Facebook is using ClaimReview to conduct 
claim matching

	■ What criteria Google is using to pick which fact checking 
organisations are treated as authoritative sources 
within Search

Facebook’s fact checking product

Fact checkers add data to Facebook’s fact checking product so that 
Facebook can act on false claims, for example by reducing the circulation 
of a Page, and so that ratings can be displayed to users.

The monitoring and selection challenges of Facebook’s fact checking 
product are covered earlier in this report. In terms of publication and 
distribution, the main challenges are ratings and persistent bugs which do 
not get fixed after repeated reporting.

Ratings

The ratings system has not been universally popular, and can present 
challenges when the right option is not available to accurately and fairly 
describe the claim being checked: for example, Facebook removed the 
Satire rating and reintroduced it in September 2020, which presented 
fact checkers with a challenge during the interim period when trying 
to accurately describe and contextualise satirical content. In response 
to feedback, Facebook has also  introduced a “Missing Context” 
rating option. 
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Facebook should continue to discuss changes to ratings with fact checkers 
before they happen, and listen carefully to feedback from partners, 
who have the best grasp of the level of how much nuance is needed to 
accurately and fairly describe the claims they work with each day, and 
what sorts of categories of claims they see in their country. 

Bugs which are not guaranteed to be fixed

Many interviewees said that they come across bugs in the tool, which do 
not necessarily get fixed even after giving repeated feedback. One fact 
checker describes manually changing the ordering of content in the queue 
each day so they are ranked by a metric that can be publicly quoted, 
rather than one that can’t be used publicly. “It would save me time every 
day if I didn’t have to change the view. I’ve sent feedback but no one ever 
responds. I wonder whether there are even any established developers on 
this project.”

While it is clear that Facebook has many issues to prioritise, it appears 
that this is an area where additional development resourcing by 
Facebook could have a major positive impact on partners’ day-to-day 
work. Facebook should continue to explain its prioritisation principles 
for fixing bugs, and provide more visibility about what it is aiming to fix 
(and not to fix) within a certain time period, in order to better manage 
partners’ expectations.

Distributing fact checks when you are not a 
Facebook partner 
Factnameh is not a Facebook partner because it is not able to provide 
transparency about its staff identities, as this would endanger them 
and their families in Iran. That means it cannot be a Code of Principles 
signatory. Factnameh described having to do manual claim matching – 
which within a Facebook partnership could be sped up by Facebook’s AI 
surfacing similar content.41 Factnameh says, “First of all we have to find 
the posts, and check them, and go on a tour of who shared them, copy 
and paste our fact check under each of those posts. It’s just us doing this: 
nothing comes from Facebook or Twitter. We can do five or ten manually 
on those platforms, but it’s too hard on Instagram.” 

41	 ai.facebook.com/blog/using-ai-to-detect-covid-19-misinformation-and-exploitative-content
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Internet shutdowns
When governments shut down or censor the internet, fact checkers are 
not only hampered in their research, but also in their ability to reach their 
audience with fact-checked information.

Iran

Factnameh’s website is blocked in Iran, and Iranian internet is filtered and 
slow. To distribute fact checks, Factnameh relies on a mixture of readers 
having access to a VPN, and distributing fact checks on Telegram, which 
Factnameh describes as ‘like the Iranian internet’. Now Telegram is blocked 
too, meaning that only Iranians with a VPN can access Factnameh’s fact 
checks. Nevertheless, Factnameh continues to publish on its site, post 
on Twitter and Telegram, and partner with media outlets such as BBC 
Farsi and Deutsche Welle. In November 2019, Iranians faced a week-long 
internet shutdown amid fuel price protests. Factnameh could still fact 
check claims, having previously downloaded various statistical databases, 
but could not get their fact checks to readers in Iran, except via a satellite 
service called Toosheh used by a tiny fraction of Iran’s population.42

Indonesia

The internet was shut down three times in Indonesia in 2019.43 Tempo, 
which operates in Indonesia, struggled to keep its team together and to 
publish debunks. They told Poynter, “We have many pieces of content 
about Papua [one city where a shutdown occurred]44 that are allegedly 
false and provocative. But because of internet restriction, our work 
has been hampered… We cannot contact or dig up information from 
several sources in Papua and the telephone network is also difficult in 
some areas.”45

42	 poynter.org/fact-checking/2019/this-is-what-it-takes-to-send-a-fact-check-to-iran

43	 accessnow.org/indonesians-seek-justice-after-internet-shutdown

44	 thejakartapost.com/academia/2019/09/02/the-internet-shutdown-in-papua-threatens-indonesias-
democracy-and-its-peoples-right-to-free-speech.html

45	 poynter.org/fact-checking/2019/indonesia-faces-two-waves-of-misinformation-and-an-internet-shutdown-
at-the-same-time/
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Criticism and harassment

Politically motivated attacks

Interviewees felt that criticism more often originated from political dogma 
than concern about the accuracy of a fact check. Aos Fatos says, “people 
on the left and right act the same when it comes to criticising a fact check 
they don’t like.” Ellinika Hoaxes says “We get mentioned positively or 
negatively depending on the direction of polarisation.”

In some regions there is outright hostility to fact checking – including 
both the principle of fact checking and specific fact checks. Ellinika 
Hoaxes, Africa Check, Rappler, Aos Fatos, Full Fact, Teyit and Lupa have 
all experienced harassment to some degree, ranging from death threats 
to coordinated, aggressive attacks.46 In the Middle Eastern countries 
where Fatabyyano operates,47 fact checking is not an accepted part of 
the political ecosystem. “We check a lot of political and religious claims”, 
says Fatabyyano. “Some people say we’re disturbing society by sharing 
accurate information.”

In 2016 Rappler published a series of articles describing how President 
Rodrigo Duterte had won the elections by exploiting Facebook’s 
algorithms and flooding social media with content from fake accounts.48 
Rappler’s CEO Maria Ressa and many of her employees were directly 
targeted and attacked. At one point Ressa received 90 hate messages 
an hour through social media.49 The government has filed 11 legal cases 
against the Rappler team since 2018.50

Fact Crescendo has also been harassed by politicians’ online armies. “Fact 
checkers are easy targets when they realise we’re checking claims they 
want to propagate. The trolls gang up. We get political parties threatening 

46	 poynter.org/fact-checking/2018/these-fact-checkers-were-attacked-online-after-partnering-with-facebook 

47	 Based in Jordan but serves Tunisia, Morocco, Algeria, Palestine, Syrian Arab Republic, Libya, Jordan, Saudi 
Arabia, United Arab Emirates, Qatar, Kuwait, Oman, Bahrain, Yemen, Iraq, Egypt, Sudan and Lebanon: 
dailynewssegypt.com/2020/03/19/facebook-launches-arabic-third-party-fact-checking-programme-in-
partnership-with-fatabyyano-in-mena

48	 rappler.com/nation/propaganda-war-weaponizing-internet, rappler.com/newsbreak/facebook-algorithms-
impact-democracy, rappler.com/newsbreak/investigative/fake-accounts-manufactured-reality-social-media 

49	 journodefender.org/media/Journodefender_short_v1.pdf

50	 cpj.org/2019/07/cyber-libel-trial-opens-against-philippine-journal 
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to reveal our location, house, number. We asked the IFCN (International 
Fact-Checking Network) if we can use pseudonyms and submit a private 
list to the IFCN – that will help our fact checkers work in peace.” Fact 
Crescendo also said that on WhatsApp they experience different types 
of harassment, for example spam calls and requests for security codes to 
hack into their account.

Aggressive spamming

When Africa Check in South Africa began to fact check Instagram, it was 
unprepared for a surprising reaction from Instagram users. In September, 
the team checked a meme seen on Facebook falsely claiming that the 
rowl cap on tyres is a piece of spyware.51 Months after, the team rated 
an identical piece of content on Instagram. Unexpectedly, thousands of 
people started messaging Africa Check and commenting incredulously. 
Parody accounts, memes about Africa Check sprang up, and a 
#snipthechip hashtag was posted on any content Africa Check put out on 
their Instagram.  

Africa Check had to block certain keywords in its mentions and reached 
out to Facebook for assistance. Africa Check says, “We lay low for a 
month and hoped that the trolls would go away. We turned comments off. 
The Instagram audience is so different - we got a lot of racist comments 
and people ridiculing us for checking something so obvious.”

Full Fact received hostile attention from online activists during an election 
campaign, after a fact checker queried a claim from a highly partisan 
Facebook page. Inflammatory comments  progressed to increasingly 
aggressive phone calls and threats to provoke regulatory action against 
Full Fact. Full Fact responded by temporarily suspending some Facebook 
adverts and posting a summary of its funding, partnerships and 
governance structure as the first comment of each new post, as well as 
adding the same comment to existing posts, until these users lost interest.

Attacks after announcing Facebook partnership

Multiple fact checkers experienced online attacks after announcing they 
were joining Facebook’s fact checking partnership, including Vera Files, 
Rappler, Ellinika Hoaxes, Aos Fatos and Agencia Lupa. 

51	 africacheck.org/fbcheck/id-chips-not-in-tyres-valve-stem-so-dont-snip
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Vera Files has said in an interview with Poytner that these attacks came 
mainly from supporters of the president of the Philippines, who accused 
fact checkers of being censors biased against the administration. It was 
not the first time they had been attacked, “but this was more sustained 
— every day for more than two weeks, three weeks.”52 In Brazil, fact 
checkers were accused of censoring the internet and became the subjects 
of misogynistic cartoons as well as death threats. One fact checker 
told Poynter, “I got a lot of DMs saying, ‘You’re not going to see the next 
president of Brazil,’ ‘We’re going to get you one by one.’”53

In Greece, Ellinika Hoaxes’ announcement about their partnership with 
Facebook was followed by a wave of partisan attacks, both online and 
from state media and officials. One Facebook page posted pictures of 
Ellinika Hoaxes staff claiming that they worked for George Soros and 
that Facebook was censoring the internet. A digital mob began building 
up and asking for staff addresses, and posting images of guns. The then 
government also attacked Ellinika Hoaxes, painting them as incompetent, 
and threatening to raise the issue at an EU level.54 Meanwhile, the media 
publicised staff addresses (which were available on the chamber of 
commerce website, but were made highly visible through being publicised). 
Ellinika Hoaxes even went as far as requesting to be reassessed by the 
International Fact-Checking Network to prove their credentials. 

Ellinika Hoaxes says that online criticism has become more intense 
during the coronavirus pandemic: “Although we have become somewhat 
accustomed to hate speech and threats, including physical and legal, 
in the last two months this phenomenon has increased exponentially. 
False claims can be dismissed with a single of our fact-checks, so all the 
thousands of people who have shared it will receive a notification that 
the content is false. Some of these people will react badly, and some of 
them will become extremely aggressive, through hate speech and direct 
threats. Conspiracy theorists we have exposed have undertaken the task 
of ‘exposing’ us in return, by disseminating fake and provocative claims 
(Soros collaborators, censors working for Facebook, etc.), and target 
us individually. These posts create echo chambers and digital ‘mobs’ 

52	 poynter.org/fact-checking/2018/these-fact-checkers-were-attacked-online-after-partnering-with-facebook

53	 poynter.org/fact-checking/2018/these-fact-checkers-were-attacked-online-after-partnering-with-facebook

54	 euractiv.com/section/digital/news/thurs-ready-greece-threatens-to-raise-facebooks-fact-checker-issue-at-
eu-council 
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and some of them reach out to us via email, Page messages or direct 
messages to our profiles, making all sorts of threats.”

Other interviewees described experiencing online attacks but did not want 
details of the attacks to be included in this report.

The International Fact-Checking Network has set up a legal defense fund 
in partnership with the Media Legal Defence Initiative and the Reporters 
Committee for Freedom of the Press. Facebook has funded this since 2019, 
in response to the harassment issues outlined above. Some fact checkers 
have been taken to court over their fact checks, and say that this fund has 
been useful in those situations, and that it is appropriate for Facebook 
to keep a distance from proceedings. Ellinika Hoaxes says the fund has 
been helpful assisting them with legal fees in two lawsuits for defamation. 
However, it is clear that fact checkers do not have enough support or 
resources to deal with attacks.

Freedom of the press is under threat or non-existent in many countries, 
with journalists being intimidated, imprisoned and murdered.55 It is 
impossible to know when or whether online attacks will spill over into 
physical violence. In any case, regardless of physical harm, no journalist 
should be attacked for asking questions or publishing information

Protecting fact checkers from online harassment, 
attacks and trolling

Stronger action from internet companies and International 
Fact-Checking Network
Some felt that the internet companies and the International Fact-
Checking Network could do more, especially regarding abusive content. 
Ideas included:

	■ Amend policies to ban content that abuses fact checkers on their 
platforms without following relevant appeals and correction 
processes.

	■ Introduce a “red button” or emergency reporting system to fast 
track removal of hate speech content, direct or veiled threats, 

55	 journodefender.org/media/SE_journodefender_public_v1.pdf;  rsf.org/en;   forbiddenstories.org 
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“exposing” content such as staff photos accompanied by 
unfounded claims.

	■ Stronger public statements denouncing attackers and linking this 
to press freedom from the International Fact-Checking Network, 
internet companies, and the wider fact checking community.

	■ More public backup from the International Fact-Checking Network 
emphasising signatory members’ credentials.

Advice from fact checkers on responding to harassment, 
threats and attacks
Fact checkers have to use their judgement and own experiences: every 
situation and country is different, and the motives and nature of attacks 
vary. However, fact checkers gave the following advice and possible 
options for dealing with online harassment and threats:

	■ Rebut the criticism where it was made, e.g. in comments or 
Twitter thread.

	■ Publish an article on the attacks.

	■ Save screenshots or copies of posts and comments to prevent 
them being lost if they are deleted.

	■ Report cases to media industry bodies and unions (e.g. Abraji 
or Fenaj in Brazil, CIJ or NUJ in the UK, or the International Fact-
Checking Network internationally).

	■ Consult lawyers to find out whether there is scope for legal action.

	■ Register cases with the police.

	■ File a lawsuit.

Advice from fact checkers on responding to nuisance trolling 
and spamming
For attacks that are less aggressive but still a nuisance, fact checkers gave 
the following advice:
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	■ Remember that it’s more painful and visible to you than any 
of your readers: it’s not usually interfering with people’s first 
impressions of your posts.

	■ Don’t over-respond and don’t block people - this might encourage 
them to send for fresh reinforcements.

	■ Try to make sure your organisation’s comment is the top one on a 
post/thread.

	■ Stick to your organisation’s normal tone with a simple point and 
keep saying it - this helps them to lose interest.

	■ Invest in responding to and engaging with people who are not 
trolls: don’t let critics sour the mood or make you look like you’ve 
been silenced.
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	■ Counter claims from Facebook users that their content is being 
censored with a reminder that it is only being flagged and that 
Facebook users have a responsibility to check their content before 
publishing or sharing.

Summary of main publishing 
and distribution challenges and 
possible solutions
Fact checkers face various challenges around publishing and distribution. 
There is an opportunity for better technology to help resolve some of 
these. Other possible solutions include investment in design, and audience 
research. Some challenges, such as government control over internet 
access, are harder for fact checkers and technology companies to resolve. 

	■ Setting up new social media channels. Adding a new distribution 
channel is a resource-intensive undertaking even in organisations 
with a dedicated communications team. Fact checkers should 
seek additional funds to hire community managers or audience 
engagement specialists, and grantmakers should make funds 
available to help fact checkers grow their audiences and earn 
trust as part of long-term sustainability plans.

	■ Media partnerships. Media partnerships can help build audiences 
and profile, but can be hard to sustain in the long term and are 
not easy to build in highly competitive news environments. It is not 
always possible to persuade the media to pay for content.

	■ Presenting fact checks with limited space and design 
resources. Many fact checkers do not have a designer, it is hard 
to fit all necessary information into one small image, adapting 
promotional materials for different channels is time consuming, 
and country-specific research on presenting factual information 
and belief formation is rare outside the USA. Grantmakers should 
support investment in distribution (e.g. design templates) and 
audience research. Facebook, Google and YouTube should share 
information about their users in each country to support uptake 
of accurate information and to help fact checkers more effectively 
correct widespread inaccurate beliefs. 
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	■ Internet shutdowns. It is hard or impossible to reach your 
audience when governments close the internet or block your 
website. Grantmakers should fund tools to unblock the internet 
and effective campaigns for internet freedom.

	■ Online harassment. This can range from trolls flooding comments 
and spamming fact checkers accounts, to serious threats of 
violence, sexual assault and death, or coordinated attacks from 
cyber armies. Internet companies should provide fast-track 
reporting mechanisms for fact checkers, and the International 
Fact-Checking Network should work with fact checkers in 
different regions to develop private guidance to support those 
experiencing harassment. 

	■ Variation in fact check data requirements of different internet 
companies’ products. Facebook’s fact checking product 
and ClaimReview have similar but not identical data fields, 
meaning that any fact checker using both to scale their work 
online must carry out separate data entry and adapt their fact 
checks twice for these products. As other internet companies 
increasingly become interested in fact checks as a way to identify, 
contextualise and reduce the spread of misinformation on their 
platforms, it is important for fact checkers to protect staff time 
and resources from being spent unnecessarily on manual data 
entry. This requires a collective discussion within the industry.
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Fact checkers and the 
internet companies

Internet companies including Facebook and Google work with 
independent fact checking in different ways as part of their efforts to 
tackle misinformation on the platforms they own (WhatsApp, YouTube 
and Instagram, as well as Facebook’s main app and Google Search), 
whether by funding fact checkers directly or in kind, surfacing fact 
checks in search results, or using fact check ratings to downrank 
certain content. However, there are differences in how the companies 
approach their relationships with fact checkers. 

Facebook has the most advanced approach, including a structured, paid 
programme and a team devoted to engaging and consulting with fact 
checking organisations. There are many ways in which the Third-Party 
Fact-Checking programme could be improved and built upon, but its 
benefits and achievements to date should also be recognised.

Other long-established companies such as Google and Twitter do have 
measures in place to tackle misinformation on their platforms, some 
of which have been ramped up in response to coronavirus,56 but these 
measures do not involve partnerships with fact checkers. Internet 
companies have had ample opportunity to learn from the successes 
and challenges of Facebook’s programme, yet none have so far set up a 
similar programme. One consequence of this is that since only Facebook’s 
programme exists, only Facebook’s programme has been subjected to 
scrutiny and (often legitimate) criticism. Some interviewees questioned 
whether the media’s often harsh criticism had discouraged other internet 
companies from being bolder.

In general, internet companies have not been open about the scale of 
misinformation on their platforms, the full scope of their efforts to identify 
and tackle misinformation, and the impact of these efforts. While some 
companies publish transparency reports on the enforcement of their 
standards at regular periods, these include information that is months 
out of date and with a substantial lack of detail (for example providing 

56	 about.fb.com/news/2020/04/covid-19-misinfo-update;  covid19.twitter.com;  blog.google/inside-google/
company-announcements/covid-19-how-were-continuing-to-help;  whatsapp.com/coronavirus;  support.
google.com/youtube/answer/9777243;  redditblog.com/2020/03/02/expert-conversation-on-coronavirus
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global statistics).57 Established and emerging online platforms are having 
an increasingly important impact on public debate, public attitudes and 
online information distribution. Much greater transparency is required to 
ensure that efforts to tackle misinformation and related issues are ethical 
and effective.

Internet companies rarely work together publicly to tackle misinformation. 
There are no agreed public standards for tackling misinformation on 
online platforms among internet companies. Taking user reporting as an 
example, Facebook and YouTube allow users to report “false news” and 
“spam or misleading” content respectively, while Twitter, WhatsApp, Bing 
and Google Search do not provide a system specifically for reporting false 
or misleading content. A recent example of rare public coordination is a 
joint statement in March 2020 about tackling coronavirus misinformation, 
by Facebook, Google, LinkedIn, Microsoft, Reddit, Twitter and YouTube.58 
No information about the implementation or impact of these joint efforts 
has yet been released.

Fact checkers themselves are undecided about how they want to work 
with internet companies – although a majority of organisations are open 
to more collaboration. In our survey, a majority of respondents (40 out of 
47) said they would like YouTube and Twitter to set up a collaboratively-
developed global program partnering with fact checkers to identify, label 
and downrank misinformation on Youtube and Google products, and 
notify users who have watched or shared verified misinformation. Some 
said they would like a feed of suspected false misinformation submitted 
by users and surfaced by AI. Others wanted to see data about trending 
searches in their country. 

While the International Fact-Checking Network facilitates as much 
as it can between internet companies and fact checkers, as a small 
organisation of four people it is tiny in comparison to both the larger 
fact checking community and the internet companies. There is room to 
improve coordination among fact checkers, among internet companies, 
and between those two industries. This presents practical challenges. 
For example, to push their work to mass audiences automatically online, 

57	 transparency.facebook.com/community-standards-enforcement#fake-accounts (last report was 
from March 2020);  transparency.twitter.com/en/platform-manipulation.html (last report from June 
2019);  transparencyreport.google.com/youtube-policy/removals (last report Dec 2019)

58	 techcrunch.com/2020/03/16/facebook-reddit-google-linkedin-microsoft-twitter-and-youtube-issue-joint-
statement-on-misinformation 
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fact checkers must carry out time-consuming basic manual data entry on 
multiple third party platforms such as Facebook’s fact checking product 
or ClaimReview schema, submitting slightly different data or adapting to 
different formats each time. This unnecessary duplication is a waste of 
skilled fact checkers’ time, and could be avoided with better coordination 
between internet companies. There are also missed opportunities to 
remunerate fact checkers’ important contributions towards the reduction 
of harmful misinformation online.

The coronavirus pandemic has led some internet companies to act more 
strongly on misinformation and to provide their users better access 
to reliable information. It is clear that there is plenty of appetite to 
explore how fact checkers and internet companies can work together 
to increase their individual effectiveness in identifying and acting upon 
misinformation, as well as bolstering democracies and freedom of speech.

Internet companies need to increase transparency about how they 
tackle misinformation, and invest much more in engagement with fact 
checkers. But fact checkers also need to step up our efforts to proactively, 
constructively and collectively shape how internet companies respond to 
the evolving challenges of online misinformation in future. 

Inaccurate and misleading content disseminated 
by politicians
In many countries, politicians have large presences on Facebook or other 
social media platforms, carry out extensive online campaigning, and in 
some cases employ unofficial cyber armies to push messages. 

Many interviewees said they see claims from politicians as part of the 
online information ecosystem. Aos Fatos says that in Brazil, “We’re living 
in an environment where political discourse is tight with misinformation. 
When we fact check one part of this equation and leave the other free, 
we don’t really solve the problem.” Rappler echoes this, saying, “A lot of 
things here are political – the lines between misinformation and politics are 
very blurred.”

Facebook currently exempts speech by politicians from its fact checking 
programme. This exemption is based on Facebook’s belief in free 
expression and respect for the democratic process: the company does 
not want to adjudicate political debates or stop politicians’ speech from 
reaching audiences. Facebook argues that this would leave people less 
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informed about what elected officials and candidates are saying and 
render politicians less accountable for their words.59 

Some fact checkers feel that this still privileges freedom of speech by 
politicians over that of citizens. For example, one interviewee sees the 
policy as, “effectively just punishing regular people, while politicians get 
the privilege to say things which are wrong.” Others highlighted how the 
US context is different to other countries. PesaCheck, for example, says, 
“Kenya is different to California: there are a lot more checks and balances 
there than there are here.” 

There are reasonable arguments that can be made for different responses 
to politicians’ inaccurate speech. Even among themselves, fact checkers 
are not united on how internet companies should treat inaccurate claims 
from politicians, although a majority of survey respondents said that 
labelling inaccurate and misleading claims from politicians would be their 
preferred response. 

How do you think internet platforms should treat 
inaccurate or misleading claims made by politicians and 
those running for office? 
Answers from 47 respondents

59	 about.fb.com/news/2019/09/elections-and-political-speech
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One practical challenge of the exemption of political speech includes 
defining political figures. Facebook’s definition is “candidates running for 
office, current office holders – and, by extension, many of their cabinet 
appointees – along with political parties and their leaders”. However, in 
practice, this distinction is not always clear or easy to follow. Factly says, 
“In a country like India, there are 10 million political figures,” while Full Fact 
points out that, “There are 10,000 local councillors in England. Some of 
them mention their position on their profile page but there’s no whitelist of 
people we have to avoid.”

Interviewees questioned whether a light-touch solution could be found. 
One said, “Our mission is to contextualise what politicians are saying 
– which seems to me to be the same as Facebook’s mission.” Another 
argued, “If you don’t want to reduce circulation, fine – but label them.” 

In response to criticism of inaccurate content from high profile individuals 
remaining on the platform, Facebook announced in June 2020 that 
it would start labelling content that is covered by its exemption for 
newsworthiness. It will also give users a warning that content might break 
community standards when they attempt to share it. In the announcement, 
Mark Zuckerberg reiterated that “there is no newsworthiness exemption 
for content that incites violence or suppresses voting. Even if a politician or 
government official says it.”60

Twitter reportedly removed tweets from the presidents of Brazil and 
Venezuela and former New York City Mayor Rudy Giuliani that violated 
its policy on misleading coronavirus-related content.61 The company has 
also started to add labels to tweets of public figures such as the American 
president and Chinese Foreign Ministry spokesman.62 However, it is not 
clear how Twitter is picking claims to label beyond its statement that it is 
“relying on trusted partners to identify” harmful content.63 Nor is it clear 
what criteria are being used to determine what appears in the results 
when a user clicks the “get the facts” button. 

60	 facebook.com/story.php?story_fbid=10112048980882521&id=4

61	 theverge.com/2020/3/30/21199845/twitter-tweets-brazil-venezuela-presidents-covid-19-coronavirus-jair-
bolsonaro-maduro

62	 archive.is/NtbND;  archive.is/3Q2Un;  twitter.com/realDonaldTrump/status/1306557587375128576 

63	 blog.twitter.com/en_us/topics/product/2020/updating-our-approach-to-misleading-information.html
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Meanwhile, YouTube adjusted its policy on political misinformation in 
February 2020, in preparation for the US elections, but did not explicitly 
mention whether certain content published by politicians would be 
exempted, apart from a statement in August 2020 saying that policies 
would be enforced “without regard to political ideology”.64 Its promise to 
remove false claims about technical eligibility requirements for current 
political candidates includes an example of “claims that a candidate is not 
eligible to hold office based on false information about citizenship status 
requirements to hold office in that country”.65

How fact checkers feel internet companies 
communicate with them
In general, there is scope for improvement on how internet companies 
communicate with fact checkers. We go into more detail on this later 
in this section, particularly regarding Facebook, which maintains 
partnerships with many fact checkers, so there is more substance on 
which to comment in comparison to other companies.

One major theme that came out of interviews was fact checkers’ wish to 
be consulted about new or updated products and policies before they are 
publicly announced. Factly said, “We would like it if the platforms believed 
we can add value: for example explaining how and why something 
spreads. We’re not asking them to seek agreement or deliberate with us, 
but to ask us about these issues because they have a public impact.” La 
Silla Vacía said, “We need to know what they’re going to tell everyone 
in advance, and be able to have an input on the conversation before 
decisions are made instead of reacting after.” Chequeado said, “If we’re 
in the creation stage of a product, we can see how it’s working, and what 
information and data we’ll use.” 

Others echoed Factly’s suggestion that fact checkers can add value. 
Fatabyyano said, “AI needs data. If you put garbage in, you get garbage 
out. We’d like to help them sort the data in Arabic.” Aos Fatos said, 
“We could play an important role: we’re in the front line and we have 
a lot to contribute. It’s a mistake for the platforms to fail to hear what 
we’re saying.”  

64	 youtube.googleblog.com/2020/02/how-youtube-supports-elections.html;  blog.google/outreach-initiatives/
civics/update-our-2020-us-election-efforts 

65	 factcheck.org/2017/01/eight-years-of-trolling-obama
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Some fact checkers said they are asked to join beta groups and small 
working groups to test products, and the International Fact-Checking 
Network’s advisory board was seen as a useful feedback mechanism. 
Many organisations felt that their feedback is taken into account, 
particularly in situations where feedback is given collectively as a group. 
However, there is a range of attitudes among individual organisations: 
in our survey, 49% of fact checkers agreed or strongly agreed with the 
statement that, “We get invited to pilot tools and test products”, while 36% 
disagreed. This direction of travel is good, but the responses suggest that 
internet companies should expand their product testing and consultation 
to include a wider range of fact checking organisations. In terms of 
acting upon feedback, there were mixed feelings across the fact checking 
community. In our survey, 46% of respondents agreed with the statement 
“Internet platforms act on feedback from my organisation”, while 24% 
disagreed. Based on this sample, it’s not clear who the internet companies 
prefer to work with and why, but there seems to be an inconsistent 
approach which merits more scrutiny.  

Getting answers to questions was another theme in interviews. One 
organisation said of its partnership with Facebook, “We work very closely 
but sometimes we don’t get answers. We want them to continue to keep 
the interests of fact checkers in mind, and take input from us about the 
impact of potential policy changes.” To explore this further, we asked fact 
checkers how far they agreed with the statement “We find it hard to get 
responses when we ask questions”. 30% of survey respondents agreed, 
and 21% disagreed. 49% said they neither agreed nor disagreed. This 
range of experiences suggests that there is room for improvement to 
create a more consistently positive experience.

Facebook and fact checkers

What is Third-Party Fact checking?

Facebook launched its Third-Party Fact-Checking programme in 2016.66 
It now has partnerships with 70 fact checkers in at least 50 languages 
who can check misinformation on Facebook and Instagram including 
from posts, links, comments, and advertisements.67 As many interviewees 

66	 facebook.com/journalismproject/programs/third-party-fact-checking

67	 facebook.com/business/help/182222309230722
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acknowledged, Facebook is the only internet company with a robust 
global programme to tackle misinformation and a mechanism for labelling 
and acting against false claims. The disproportionate length of this section 
of the report should not be taken to suggest greater criticism or praise of 
Facebook’s response to the spread of misinformation, but rather reflects 
the unique extent of Facebook’s engagement with fact checkers.

Users can report misinformation, and Facebook’s machine learning models 
also surface content where lots of people are commenting or expressing 
disbelief in a particular post. Facebook’s machine learning models also 
surface content that may be false based on data from previous fact 
checker ratings.68 

This content is compiled in a queue within Facebook’s fact checking 
product, alongside metadata about the post, such as engagement or date 
posted. Fact checkers can bookmark content that they want to check, rate 
claims, and attach fact checks (for non-political claims – see below). From 
September 2020 onwards the options are: False, Altered, Partly False, 
Missing Context, Satire and True.

Pages are notified when they have received a false rating, and Facebook 
takes one of five actions including reducing distribution, showing pop-
up notices to users who are trying to share false-rated content, sending 
notifications to users who have shared false-rated content, applying 
misinformation labels, and reducing distribution or pausing ads and 
monetisation for an unspecified time period for pages or websites that 
repeatedly share false-rated content.69

Third-Party Fact-Checking is part of a wider strategy to tackle 
problematic content across Facebook’s apps, which also covers removal 
of content which violates community standards and ads policies, hate 
speech, fake accounts and terrorist content. Facebook also discusses some 
of these types of content with fact checking partners, such as misleadingly 
manipulated videos, voter suppression and misinformation that can 
contribute to physical harm.70

68	 facebook.com/journalismproject/programs/third-party-fact-checking/how-it-works 

69	 facebook.com/journalismproject/programs/third-party-fact-checking/how-it-works

70	 facebook.com/communitystandards/manipulated_media;  facebook.com/communitystandards/coordinating_
harm_publicizing_crime;  facebook.com/communitystandards/credible_violence 
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There is a wide range of attitudes to the Facebook programme among 
fact checkers. Most organisations we spoke to reported neither extreme 
disappointment nor extreme satisfaction with the programme. There is 
exasperation among fact checkers who are annoyed about Facebook’s 
perceived inability or unwillingness to fix bugs in the tool, to provide 
more transparency, and to put fact checkers in the driving seat of 
product changes. 

However, the majority of organisations working with Facebook – and 
those who are not – see a clear value and impact in the programme itself, 
and seem to have positive working relationships with their regional points 
of contact that go beyond seeing Facebook as an important source of 
income. Many also believe Facebook sees the programme as valuable too. 

The programme has a financial and editorial impact on fact checkers’ 
work. There are numerous benefits, including increased visibility of 
trending misinformation, growth in audience and impact, an open line 
to Facebook, and a closer-knit community of fact checkers. The areas 
for improvement include communication, transparency, increased 
engagement of fact checkers outside the US, the practical challenges and 
difference in ethos around checking political speech, and more support 
for fact checkers experiencing partnership-related online or political 
harassment. The next section of this report goes into more detail on these 
effects, benefits and areas for improvement.

Financial and editorial effects of Facebook’s Third-
Party Fact-Checking programme

Financial dependency 

The money that comes with Facebook’s Third-Party Fact-Checking 
programme has been transformative to many organisations. Many 
have been able to hire more staff, build up reserves, launch in other 
countries or languages, make longer-term plans, expand offices or buy 
expensive software. 

However, many organisations, in particular newer ones, would be left 
vulnerable to closure if the programme ended. Some fact checkers said 
that their jobs are tied to the programme funding.
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	“ If the scheme ended, we would have to lay off people. 
 
It’s 50% of our funding. 
 
We know it’s not going to be forever – it might end this year, next year, 
or the year after – but it’s helping us build products to become more 
sustainable in the long run. 
 
– Various fact checkers

There was no consensus about how long the programme will run for. Some 
interviewees thought it would carry on until the end of the US election or 
that there would at least be a major assessment of the programme; others 
thought that it would run “as long as Facebook exists”. 

Facebook has responded to this need for clarity among fact checkers 
by sharing information about the programme in 2021 earlier on in 2020 
compared to previous years.

There was some speculation over whether Facebook was or is attempting 
to develop machine learning in order to automate the process and reduce 
its dependency on fact checkers at a later date. There is a widespread 
belief that Facebook has gradually come to appreciate the complexity 
of fact checking, and that a full automation strategy may never work, 
because of the judgement, nuance, and types of evidence involved in 
checking online claims. One fact checker reflected, “I think, if they care, 
they need to run the programme on a long term basis”. 

Some fact checkers pointed to a 2019 announcement about introducing 
community reviewers, in which Facebook said it would pilot using 
contractors to find information that can contradict or corroborate 
online claims, and share these ratings with the third-party fact 
checkers as “additional context as they do their own official review”.71 
Some interviewees saw the announcement as an indication that the 
fact checking programme would end, while others thought the two 
programmes could exist alongside and complement each other.

71	 about.fb.com/news/2019/12/helping-fact-checkers
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Either way, as one fact checker commented, “Facebook has to 
communicate the results of this programme and take a decision about 
what we will do in the coming years to fight misinformation.”

We do not know how Facebook’s Third Party Fact 
Checking program will continue to function in the future. 
What effect(s) does this uncertainty have on your 
organisation? 
Answers from 43 respondents, with the ability to tick multiple answers

Facebook should discuss its road map for the programme with partners, to 
help them plan financially and develop plans for sustainability, should the 
programme be scheduled to end, altered or reduced. Fact checkers should 
also coordinate among themselves and with the funding community to 
develop plans for the long term sustainability of fact checking. 

Editorial strategy 

Some fact checkers, like Teyit and Maldita.es, were set up with online fact 
checking as their primary function. Others launched with the primary goal 
of checking political claims as a democratic accountability activity, and did 
not often publish fact checks of online content.

Organisations which started with a focus on politicians reported a large 
increase in the volume and proportion of online fact checks – specifically, 
fact checks of content from Facebook. 
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Despite Facebook’s arm’s-length approach to partners’ editorial strategy, it 
is clear that the programme is having an important effect on fact checkers’ 
activity which merits a closer look. Lucas Graves and Alexios Mantzarlis 
examined the relationship between mission and focus (political versus 
online rumours) in a 2020 paper for Political Quarterly, and said: “Notably, 
fact checkers who have partnered with Facebook were three times as 
likely (30%) as those who haven’t to see fighting viral rumors as their main 
purpose (though even among this group, a majority chose political lying 
as their main target).”72 Academics focusing on fact checking, and fact 
checkers themselves, should take this question seriously and generate 
a public discussion so that the effects of Third-Party Fact-Checking on 
editorial output is properly addressed.

Biggest benefits of the Third-Party Fact-
Checking programme
Aside from the financial benefits of the programme, interviews revealed 
many positive consequences including better monitoring, improved impact 
and new readers. 

Facebook partnership makes it easier to find important claims

Many fact checkers said that the quality of content in the queue has 
improved since they began fact checking for Facebook, including an 
increase in the proportion of checkable claims (rather than opinion and 
viral non-factual videos). “We get visibility on what people are consuming 
and what appears to be false”, says one fact checker, while another says, 
“It’s valuable: it shows us stuff we wouldn’t see before and lets us prioritise 
it”. In particular, fact checkers welcomed the addition of Instagram to the 
queue, as the platform is harder to monitor even when using CrowdTangle. 

More reactions and corrections from those who get checked

Interviewees said publishers have reached out to ask how to correct 
their content. Africa Check in Senegal said, “Last week, Samba [the 
editor] got a phone call about a false flag on a Facebook page. This is a 
good impact – they will pay attention next time.” Ellinika Hoaxes says, 
“publishers will reach out – before that, we would fact check something 
and no one would give a damn.” PesaCheck has seen relationships with 

72	 onlinelibrary.wiley.com/doi/full/10.1111/1467-923X.12896
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media go from antagonistic to positive: “When they get flagged as false, 
they’re not able to monetise. They get scared, but then ask us to come in 
and train staff in the essentials of verification and fact checking, and how 
misinformation works.” 

An open line to Facebook

Fact checkers said that they had initially had problems engaging with 
Facebook, and that the partnership has helped them to have a more open 
relationship. One fact checker even cited this as the main reason to keep 
the partnership: “They need to see what we’re seeing, and we need this 
structured conversation”. 

Attracting new, different readers

Many fact checkers said that the programme had helped them expand 
their audience. Politifact says, “every time we rate something, it’s 
essentially a push notification to thousands of people who weren’t 
readers before”. Full Fact said, “we’re reaching people who don’t care 
about political fact checking or PMQs [Prime Minister’s Questions, the 
weekly parliamentary session where the Prime Minister is questioned 
by the Leader of the Opposition and other MPs]”. Chequeado sees the 
programme as a gateway: “There are 33 million Facebook users in 
Argentina: if they start with debunking and then branch out, we’re getting 
readers that we wouldn’t get otherwise.”

A closer-knit community

Although Facebook’s partners are part of the International Fact-Checking 
Network which runs community-building activities, the programme 
appears to have brought fact checkers even closer together. La Silla 
Vacía says: “We do other types of reporting so we aren’t as invested 
in the International Fact-Checking Network as other fact checkers. The 
programme has increased our feeling of being part of a community of fact 
checkers.” A European fact checker described collaborating on a fact check 
with a colleague in the same region: “I only know them because Facebook 
has flown us to the same conference”.
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Biggest areas for improvement within Facebook’s 
Third-Party Fact-Checking programme

Communication with partners

Communicating with fact checkers is widely seen as one of the 
partnership’s biggest areas to improve. Fact checkers understand that not 
all their recommendations and input can or should be taken into account, 
and many were at pains to add that they have a good relationship with 
their regional representative.

However, interviewees talked about a lack of mutual trust, inability to 
manage crises, lack of prior warning or consultation about changes to 
policies and policies which affect the programme, and dismissing issues 
raised by fact checkers in group calls. 

One fact checker commented, “If the aim of these calls is to gather 
information for Facebook rather than engaging with the problems we 
raise, it’s a waste of my time and others’.” Another says, “the main result of 
engagement is that it sucks our energy and time, and takes away from the 
main process of fact checking.”

Following Full Fact’s first transparency report on the effectiveness 
of the Third-Party Fact-Checking programme in 2019,73 Facebook 
responded saying, “We welcome feedback that draws on the experiences 
and first-hand knowledge of organisations like Full Fact, which has 
become a valued partner in the U.K.. We are encouraged that many of 
the recommendations in the report are being actively pursued by our 
teams as part of continued dialogue with our partners, and we know 
there’s always room to improve.”74 Full Fact’s latest transparency report, 
published in September 2020, stated that while many of the 2019 report’s 
recommendations have been implemented, “we are disappointed that it 
has taken over a year for these changes to be put in place”, and that there 
are still issues with transparency and working with experts.

However, many fact checkers we interviewed raised concerns about not 
being listened to and feedback not being acted upon, with the result 
that the partnership can feel one-way. This is perhaps to be expected, 

73	 fullfact.org/blog/2019/jul/full-fact-publishes-first-report-facebooks-third-party-fact-checking-programme

74	 fullfact.org/media/uploads/tpfc-q1q2-2019.pdf#page=7
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considering the imbalance of power between Facebook, one of the biggest 
companies in the world, and small fact checking organisations with 
comparatively tiny budgets and public profile. In some cases, this lack of 
trust has resulted in a transactional view of the partnership, where fact 
checkers see their job as providing a service rather than being part of a 
common cause. The onus is on Facebook to do better on this front and 
reap the rewards of a genuinely two-way partnership. 

Facebook should discuss ways of building trust and two-way 
communication directly with fact checking partners, but possible routes to 
explore include:

	■ Sharing information about feedback, including how it has been 
prioritised, who has and hasn’t heard it, and why it will or won’t 
be acted upon.

	■ Sharing a road map for the future of the programme.

	■ Working together to set shared goals with explicit commitments 
from both partners.

	■ Encouraging fact checkers to discuss challenges and possible 
solutions privately among themselves as well as with Facebook.

	■ Sharing information about the impact of individual partners’ work. 

	■ Working together to identify non-financial ways of supporting 
fact checkers, such as reducing online harassment and sharing 
findings from relevant user research. 

Communication about the programme

Many fact checkers also said that Facebook needs to improve its public 
communication about the programme, including briefing staff better for 
public speaking engagements, providing a media contact on the Third-
Party Fact-Checking landing page, and taking more responsibility for 
defending policies which fact checkers don’t agree with and did not help 
develop (such as Facebook’s policy on treatment of inaccurate content 
from politicians).

Several described being put in a position of defending or explaining the 
programme, despite a Facebook representative being present at an 
event or meeting. One interviewee says, “At a conference, I had to stand 
up and explain to a member of Facebook staff how the programme 
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works. I sometimes have to feed spokespeople so they know what to 
say.” Facebook should have frank conversations with partners about 
how frequently this occurs and, if needed, what steps could be taken to 
make sure that Facebook staff are equipped to properly represent the 
programme in public settings.

	“ At the moment the page just has our contact information. There’s no 
one from Facebook to talk to about the programme, or who’s managing 
it and what the consequences of being flagged are. – Fact checker

Criticisms were also raised of Facebook’s information pages75 for the 
programme. Interviewees  described getting angry comments and emails 
from Facebook group admins who get “freaked out”, “confused”, or 
“angry” when notified of a false rating. “Mainstream media publishers are 
not adequately aware of what the programme is about. We’ve had long 
conversations with media houses about the merits of deleting posts over 
corrections. But at the end of the day, I’m aware we couldn’t do anything, 
because it’s Facebook’s policy.” 

Since we conducted interviews, Facebook has revamped and restructured 
information about Third-Party Fact-Checking, including giving clearer 
information about the actions it takes in response to fact checks.76 
These improvements are welcome, although there is still no generic or 
staff contact listed, and the list of fact checking partners in different 
countries is gone.

Similar concerns were raised about users: “It’s not been made clear to 
Facebook users that this is a programme that Facebook has asked us to 
do. People think we are poking their noses in their business. Facebook 
needs to make clear that they are playing a role in this and it’s a 
programme they came up with.” Facebook should continue to work with 
partners to establish what further information needs to be published 
on the programme’s information pages. Facebook should also take any 
necessary further steps to publicise the programme among publishers and 

75	 facebook.com/journalismproject/programs/third-party-fact-checking/faqs;  facebook.com/business/
help/182222309230722

76	 Comparing old page (web.archive.org/web/20200104205448/https://www.facebook.com/help/
publisher/182222309230722) with new (facebook.com/journalismproject/programs/third-party-fact-
checking)
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users so that they know how it works, and are aware of the consequences 
of publishing inaccurate information. 

Sometimes fact checkers are put in a position in which they must either 
defend Facebook’s policies publicly or else risk undermining the value of 
the programme and their relationship with the company. One says, “When 
we get asked about the policy on fact checking politicians, we then have to 
go out and defend a policy we had no part in formulating. I fundamentally 
disagree with that policy direction. But we don’t want to antagonise 
Facebook, so we end up having to take their part. I’m not saying we 
should be dictating policies but we need to be making our voices heard 
beforehand. Facebook needs to work with fact checking organisations 
in specific regions and countries, and say we are thinking about this 
internally, we would like your input.” Several Facebook leaders including 
Mark Zuckerberg and Sir Nick Clegg have made public statements about 
Facebook’s political speech policy.77 Facebook could build on this by 
ensuring that fact checking partners in different countries have access to 
these materials and can redirect questions to Facebook’s own statements, 
rather than carrying the burden of defending these policies themselves. 

Communication within Facebook

Rappler explained how fact checks often lead to the discovery of 
coordinated networks of Facebook accounts, and that these two aspects 
of tackling misinformation are linked. Yet, within Facebook, the teams that 
deal with these connected problems are entirely separate. “I would go 
back to how the whole programme is structured and how it’s connected to 
information operations,” Rappler said.

Appetite for more transparency

	“ Facebook is at least doing much better than some other companies, but 
they’re not able to communicate what they’re doing.  
– Fact checker

77	 about.fb.com/news/2019/09/elections-and-political-speech;  about.fb.com/news/2019/10/mark-zuckerberg-
stands-for-voice-and-free-expression
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Fact checkers expressed continued frustration with the low levels 
of transparency about the impact of the Third-Party Fact-Checking 
programme. This is a long-running concern.78 Facebook has released a 
small number of statistics about the effectiveness of the programme, for 
example that false-ratings reduced views of articles by 80%,79 or that 
people who saw warning labels on Covid-19 content did not go to view 
the original content 95% of the time.80 However, the evidence behind 
these claims has not been released, which makes it hard to evaluate 
the effectiveness of the programme. If Facebook-style programmes 
were adopted by other internet companies, it would be valuable to 
include regular impact statements within the programme design so that 
independent researchers can compare the effectiveness of different 
measures, and so that fact checkers can prove their value and improve the 
effectiveness of their work. 

	“ We don’t know a lot about our impact on the platform. If we had more 
information, we could do better work, but Facebook doesn’t want to 
show its data. – Chequeado

Teyit says, “We have limited data about how this product works. Facebook 
shares some information about impact, but it’s general. We can’t see 
specifically which article got user reactions, or how many notifications 
were sent to users for each fact check, or how many people clicked to 
get more information. We need more data.” Africa Check’s Senegal office 
says, “If we had more data from Facebook it would help us organise that 
work better.” Factly also wanted to know more about user behaviour and 
the impact of the programme not just at a global level but specifically in 
relation to their organisation. 

Teyit also points out that its staff have fed the AI by bookmarking 
claims, but do not know how or whether Facebook is learning from this. 
“Facebook is getting feedback from us but they’re never really open and 
transparent. It’s hard to sustain such a relationship: we never know why 
we’re doing something. Facebook does research on different markets, 

78	 poynter.org/fact-checking/2017/its-been-a-year-since-facebook-partnered-with-fact-checkers-hows-it-
going

79	 about.fb.com/news/2018/06/hard-questions-fact-checking

80	 about.fb.com/news/2020/04/covid-19-misinfo-update
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but we never know the details. They learn from us, and we have to learn 
from them.” 

One possible route to addressing these concerns is running a quarterly 
seminar for partners on topics where fact checkers feel more knowledge 
would help them to work better, such as:

	■ Introduction to how Facebook uses AI to tackle misinformation.

	■ How user behavior is affected by individual fact checkers’ work 
within the Third-Party Fact-Checking programme.

	■ How Facebook is using ClaimReview in its efforts to tackle 
misinformation, and the implications for fact checkers.

Global inequalities

There is a widespread perception that Facebook makes decisions based 
on what is happening in the US market. One fact checker says, “The 
platforms react when something happens in the US. Twitter is trying 
something new because of the Presidential election. But other countries 
have huge problems with misinformation which affects people’s lives. 
So it’s important to think outside the US perspective.” Another echoed 
this, challenging Facebook to be more collaborative with countries 
outside the US.

Responding to disinformation about fact checkers 

One fact checker raised the issue of defending itself against false claims. 
Rappler said that a lot of false claims that circulate in the Philippines have 
to do with fact checkers themselves, and Rappler sees it as a conflict of 
interest to engage with these. Examples given by Rappler include the false 
claims that Rappler is in a group of top tax evaders, or that its CEO Maria 
Ressa is an Indonesian citizen. Rappler said, “There are claims about 
Rappler and Vera Files [another leading fact checker in the Philippines] 
circulating and left unchecked. There’s a loophole for disinformation about 
fact checkers to spread, and it’s affecting our reputation as fact checkers. 
How do we defend ourselves? Somebody else has to be doing that.”

Facebook and the International Fact-Checking Network should discuss 
this issue with fact checkers and collaboratively develop a proposal to 
address it.
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WhatsApp

WhatsApp has started to have conversations with fact checkers about 
working together to identify and respond to misinformation, and has 
opened up its API to some fact checkers already. To date, WhatsApp (both 
the Business App and API) is connected to 47 fact-checking organizations 
in 29 countries around the world. WhatsApp lists these organisations 
on its FAQ pages, encouraging users to “double-check information 
with these official IFCN [International Fact-Checking Network] Fact 
Checking Organizations.”81

Google, YouTube and fact checkers
Google and YouTube do not have a fact checking partnership programme 
like Facebook does, but they do use fact checkers’ work and support fact 
checking in some financial and practical ways. 

Google provides credits for advertising, G-Suite and Cloud storage for fact 
checkers, which is seen as very valuable and worth continuing. Similarly, 
grants were seen as a good way of supporting fact checking, although the 
question of how and whether this could be extended to benefit more fact 
checkers was raised. 

In 2020, Jigsaw (formerly Google Ideas) and Google Research announced 
Assembler, an experimental platform bringing together multiple image 
manipulation detectors from academics into one tool to help fact checkers 
and journalists identify manipulated media. Assembler is currently being 
tested with fact checkers.82 

Information and transparency

While fact checkers warmly welcomed Google’s announcements that 
ClaimReview has enabled roughly four billion impressions of fact checks in 
2019 and four billion impressions in the first three quarters of 2020,83 these 

81	 faq.whatsapp.com/126787958113983 

82	 theverge.com/2020/2/4/21122778/alphabet-jigsaw-assembler-tool-news-journalists-deepfakes-images

83	 blog.google/outreach-initiatives/google-news-initiative/how-we-highlight-fact-checks-search-and-google-
news;  blog.google/products/search/our-latest-investments-information-quality-search-and-news 
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announcements were seen as the beginning rather than the endpoint of 
more transparency from Google about the impact of fact checkers’ work.

Fact checkers wanted more information about how Google and YouTube 
are using ClaimReview, and how these platforms tap into the Fact Check 
Explorer database. YouTube also came in for criticism of vague terminology 
such as “authoritative content” or “borderline content”.84 International 
media has also attempted to scrutinize what these terms mean and who is 
evaluating content, with no success.85

Google and YouTube should give full information about where fact checks 
are appearing, how many people are seeing and engaging with these 
(at country level), and which search queries are causing fact checks to 
be shown in results. This would help fact checkers to understand how 
users are seeing and connecting with their work, and make presentational 
adjustments accordingly, as well as helping fact checkers to prove their 
impact to funders and supporters, aiding long term sustainability efforts.

Better and more communication

While fact checkers did suggest that there has been a step change in 
Google’s approach to communicating with fact checkers, most recently 
with a meeting of 30 representatives from 20 verified International Fact-
Checking Network signatories in Washington, there is still more that 
can be done.

Fact checkers would like to contribute to the strategies Google and 
YouTube are using to fight misinformation. PesaCheck describes the ideal 
two way relationship: “If we were able to see what sort of work they’re 
doing to respond to misinformation, we could contribute. Also, when we 
discover trends – such as people trying to monetise false information using 
ad sense – there’s nowhere for us to take this information. We’d like to 
engage with these platforms and coordinate.”

One fact checker, describing their relationships with platform 
representatives, said, “There’s only one person [at Google] in our country 
we can talk to and he has a lot of work. It takes so long to get in touch. 

84	 youtube.googleblog.com/2019/12/the-four-rs-of-responsibility-raise-and-reduce.html

85	 gizmodo.com/youtube-is-going-to-bury-borderline-content-it-wont-te-1832162383;  wired.com/story/
youtube-recommendations-crackdown-borderline-content
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At Facebook we have a regional product manager. In a sense, Google is 
missing this: they are not locally approaching fact checkers.”

Some fact checkers said they often see bad examples of misinformation 
on YouTube and Google, but felt they did not know who to reach out to – 
or if they do reach out they do not always get a response. In particular, 
fact checkers highlighted the need to fast-track reporting for coordinated 
activity like click farms. 

Google should expand the team that is responsible for working with fact 
checkers to tackle misinformation – preferably within the Information 
Credibility team, which seems to be trusted by many fact checkers – to 
enable more consultation to take place and to build deeper, genuinely two-
way relationships with fact checkers.

Harassment

Some fact checkers mentioned they had been kicked out of their YouTube 
account without any explanation, and asked YouTube to extend better 
protection to fact checkers against harassment campaigns. 

YouTube

It is hard to gauge the extent of misinformation or coordinated activity 
on YouTube. The company does not have a structured fact checking 
programme that might provide a baseline of information, and there are 
limits to the amount of data researchers can extract via the public API. 

There is a lot of room for YouTube to be more open about its activities 
to reduce misinformation, and to engage more proactively with fact 
checkers. YouTube has published several blogs about its internal 
efforts to counteract misinformation and harmful content, including 
its use of external evaluators who use publicly available guidelines to 
assess content; the fact that each video receives up to nine different 
opinions, sometimes including expert opinions; and a regular Community 
Enforcement transparency report.86 It is not clear whether YouTube is 
using fact checks to aid these efforts, although anecdotally, fact checkers’ 
say that the same videos they have checked on Facebook are sometimes 

86	 youtube.googleblog.com/2019/12/the-four-rs-of-responsibility-raise-and-reduce.html;  youtube.googleblog.
com/2019/09/the-four-rs-of-responsibility-remove.html
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removed from YouTube, suggesting that YouTube is using fact checkers’ 
work internally, possibly without appropriate levels of transparency.  

The presence of YouTube representatives at a meeting of fact checkers 
in 2019 and at Global Fact 2020 was noticed and remarked on positively 
by interviewees.

YouTube came under the spotlight during the coronavirus epidemic, when 
large volumes of misinformation about 5G and coronavirus circulated on 
its platform. In early April, news organisations reported that YouTube was 
banning conspiracy videos linking coronavirus symptoms to 5G networks.87 
YouTube’s page states, “Claims that COVID-19 is caused by radiation from 
5G networks” are not allowed on the platform.88

In April 2020 YouTube announced that it was expanding its use of 
ClaimReview in search results information panels – previously in use only 
in Brazil and India – to the US, and later the UK and Germany.89 YouTube 
announced a grant of one million dollars to the International Fact Checking 
Network to support ideas related to video production and improving fact 
checkers’ reach, impact, and institutional capacity. An option that does not 
seem to have been explored is paying fact checkers directly for their expert 
assistance in tackling misinformation on YouTube’s platform.

Overwhelming support for a paid, structured fact checking 
programme on YouTube
During interviews, fact checkers expressed an appetite for working with 
YouTube to combat misinformation in the following ways: 

	■ Develop a misinformation monitoring tool similar to CrowdTangle.

	■ Label misinformation to feed YouTube’s claim spotting and claim 
matching AI.

87	 bbc.co.uk/news/technology-52198946;  businessinsider.com/youtube-delete-5g-coronavirus-
conspiracy-2020-4;  itv.com/news/2020-04-09/facebook-removes-david-icke-coronavirus-5g-conspiracy-
video

88	 support.google.com/youtube/answer/9891785

89	 youtube.googleblog.com/2020/04/expanding-fact-checks-on-youtube-to-united-states.html;  brasil.
googleblog.com/2019/11/trazendo-mais-transparencia-e-contexto.html; support.google.com/youtube/
answer/9229632?hl=en;  thedrum.com/news/2020/09/24/youtube-rolls-out-conspiracy-debunking-fact-
check-feature-the-uk
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	■ Fact checking misinformation, which can then be downranked 
and flagged or labelled to users.

	■ Flag text which been translated from debunked misinformation in 
another language

	■ Highlight fact checks in search results.

	■ Share data with fact checkers about trending videos by topic, 
language and region.

	■ Provide transcription and automatic closed captions including for 
smaller language.

	■ Recommend relevant fact check videos to people who 
watched misinformation.

	■ Add labels to fact checked videos which are embedded or shared 
outside YouTube.

We followed this up with a survey, which indicated that there is strong 
interest in a more formal relationship between YouTube and fact checkers 
along the lines of Facebook’s Third-Party Fact-Checking programme. 85% 
out of 47 respondents said they wanted to see a collaboratively-developed 
global programme partnering with fact checkers to identify, label and 
downrank misinformation on YouTube and Google products, and notify 
users who have watched or shared verified misinformation.

Another popular request was developing a CrowdTangle-style tool for 
monitoring viral misinformation on YouTube and providing access and 
training to verified fact checkers. Currently there is no equivalent to 
CrowdTangle to help fact checkers funnel down the massive amounts of 
content on YouTube into something which is realistically monitorable – 
everything must be done manually. In our survey, 49% of respondents said 
that a tool like this would be useful.

Our survey also showed that 40% of respondents thought that country-
specific search trends data on YouTube would also be a useful way of 
supporting fact checking. 

Google products

Interviewees spoke in detail about the challenges they encounter with 
Google products such as Snippets, Search and Translate, as well as issues 
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with communication and transparency. They also mentioned practical 
ways Google and YouTube could support fact checkers. 

Search

Some fact checkers said they would like more transparency about Google’s 
search engine algorithm and how it surfaces authoritative content. 
Many would like more information about how search results are ranked: 
interviewees said that links to misinformation are sometimes ranked 
higher than fact-checked information.

Snippets 

The featured snippet is a Google Search feature that aims to deliver 
information to users faster.90 It’s not clear exactly how the featured snippet 
algorithm works, but it appears to select a statement of fact from the 
search result page that resolves the user’s query. 

Maldita.es said, “Snippets are full of misinformation. What Google 
identifies as the most reliable source might work in English but not in 
Spanish.” There are problems in English too. In 2019 UK YouTube users 
began posting videos of themselves asking Google’s voice assistant 
if Muslims are exempt from paying council tax.91 Google can be heard 
responding, incorrectly, “According to petitions, UK government and 
parliament, Muslims who use their living areas within their homes as a 
place of worship are exempt from paying council tax. This however does 
not apply to other religions”. Full Fact said its staff also heard ‘full fact 
dot org’ being inaccurately quoted. In this case, Google picked a claim Full 
Fact was citing, not the conclusion written in response to it. Full Fact got in 
touch with Google, who quickly fixed this instance.

It is possible to add code to either stop a website from ever appearing 
in Snippets, or to prevent certain bits of text from ever appearing in the 
Snippet itself.92 However, while this helps sites solve the problem in the 
short term, these solutions can only be used reactively. 

90	 blog.google/products/search/reintroduction-googles-featured-snippets

91	 youtube.com/watch?v=clx1uEICAaU (video removed by YouTube), bitchute.com/video/
Fg2l0xOBKZzk/?fbclid=IwAR1SzIc_N4agHpriOPvdw8gyIFYMkgHzQ_ZlxqUbCo_M0KoLZXhF7D3Ro4U, 
youtube.com/watch?v=rKdY_PHUWxE

92	 support.google.com/webmasters/answer/6229325
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Featured snippets do not use ClaimReview Schema, which means that 
despite investing hours of time and money making their fact checks 
machine-readable, fact checking organisations currently don’t have a 
means of ensuring that the right information from a fact check is surfaced 
in Google’s search results. 

Translate

In Iran, Factnameh has had trouble with Google translating numbers 
correctly in Farsi. This has been a particular problem during the 
coronavirus pandemic, when there is likely to be an increase in the number 
of international journalists who will be using Google translate to read 
about misinformation in Iran, which attempted to cover up the true number 
of cases.93 

For example, in an article about flu deaths and coronavirus,94 Factnameh 
quotes a claim by Iran’s Health Minister. Here is the correct translation 
of the claim, written as in Persian to show the exact digits that are in 
the statement:

“We have had 13 thousand and 200 cases of influenza in Iran this 
year of which 108 died. Our population is a quarter of America’s. 
In that country, there are 28 million people affected, 290 thousand 
hospitalized and 16 thousand dead as a result of influenza. But no one 
tells you not to travel to America.” 

However, Google translated this as:

“In Iran this year, we have had 1,400 cases and 2 deaths from the 
flu. Our population is a quarter of America. There are 3 million people 
affected, 6,000 hospitalized and 6,000 dead. But nobody says don’t 
travel to America.”

Factnameh says that Facebook doesn’t have this problem but Twitter 
does, since its translation is powered by Google. As well as increasing the 
likelihood of misinformation being spread by journalists who don’t read

93	 bbc.co.uk/news/world-middle-east-51930856

94	 nbcnews.com/tech/tech-news/twitter-testing-new-ways-fight-misinformation-including-community-based-
points-n1139931;  factnameh.com/fact-checks/2020-02-27-flu-deaths-usa.html
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Farsi, this also has the potential to create misinformation and undermine 
Factnameh’s international reputation by making it seem unreliable. 

Twitter and fact checkers
Twitter has not yet shown an inclination towards partnering with 
fact checkers, although the International Fact-Checking Network has 
communicated the potential benefit of such partnerships, for example the 
value of local expertise in applying impartiality principles to assessment 
of content.

Like other platforms, Twitter has expanded its approach to misinformation 
in several directions in response to COVID-19. In Twitter’s case, this 
includes labelling and sometimes removing misleading, synthetic or 
manipulated media and tweets containing potentially misleading 
Covid-19 information,95 search prompts for users on COVID-19 topics, 
and making the COVID-19 data corpus available for free through its API, 
enabling research. 

Twitter has not published a methodology for its internal fact checking 
process – which appears to be done in-house by its curation team using 
“trusted sources” – beyond its general curation guidelines.96 Aside from the 
WHO, trusted sources are not listed publicly, but are described as “public 
health authorities and governments”. Although fact checkers are not 
currently designated as trusted partners, they have been cited in at least 
one “get the facts” Moment under a “What you need to know” header.97 
Twitter says that, “Trump’s claims are unsubstantiated, according to CNN, 
Washington Post and other fact checkers”. CNN is not an independent 
verified fact checker working to globally-agreed transparency and 
impartiality standards, while the relevant tweet from the Washington 
Post does not link to the Washington Post’s Fact Checker (an International 
Fact-Checking Network signatory) but to a political analysis piece.98 
This is just a single example, but it does indicate that there is room for 

95	 blog.twitter.com/en_us/topics/product/2020/updating-our-approach-to-misleading-information.
html;  archive.is/NtbND;  archive.is/3Q2Un 

96	 help.twitter.com/en/rules-and-policies/curationstyleguide#:~:text=When%20including%20a%20Twitter%20
handle,to%20their%20Tweets%20being%20curated

97	 archive.is/bzORG 

98	 washingtonpost.com/politics/2020/05/26/review-trumps-many-unsubstantiated-allegations-voter-fraud/
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improvement in Twitter’s understanding of what good fact checking and 
trusted sources look like.

Beyond coronavirus measures, Twitter also began testing a new feature 
for Android phones in June 2020, where people are prompted to read 
articles before they share them.99 

Unlike many other internet companies, Twitter does not provide grants 
or paid partnerships to fact checkers or the International Fact-Checking 
Network. Twitter’s financial contributions to fact checking have 
sometimes taken the form of ad credits – for example, it supported Full 
Fact and Maldita.es via ad credits during the coronavirus pandemic.100 
These arrangements seem to rely on organisations having an existing 
relationship with Twitter rather than on a public structured application 
process. Twitter also sometimes highlights fact checkers’ work 
in Moments.

Themes that emerged from our interviews included the insufficiency and 
inconsistency of Twitter’s approach to tackling misinformation on its 
platform, its lack of engagement with fact checkers, and skepticism about 
its recent announcements on labelling content. Fact checkers said they 
wanted Twitter to be more open: “When you ask them for data they can 
be really hermetic, for example if we want to know about how a hashtag 
started”, says one. Another says, “We never meet Twitter and that creates 
tension. They are closed, and it’s hard to get information.” Others said their 
accounts had been blocked and that it was difficult to get any response. 
For example, one said, “Our official account was blocked by Twitter. No 
explanation was given, no answers.” 

	“ Twitter is more behind in its moderation of content and attitude to fact 
checking. It’s also an acceleration platform with no long term plan. – 
Fact checker

However, in comparison with other internet companies, Twitter rarely 
came up during our interviews. To try to find out more, we ran a survey in 

99	 twitter.com/TwitterSupport/status/1270783537667551233 

100	 blog.twitter.com/en_us/topics/company/2020/covid-19.html#engagement

 101fullfact.org

C H A L L E N G E S O F O N L I N E FAC T C H EC K I N G

https://twitter.com/TwitterSupport/status/1270783537667551233
https://blog.twitter.com/en_us/topics/company/2020/covid-19.html#engagement


May 2020, including a free-response question about how fact checkers 
would like to work with Twitter to combat misinformation. 

While four out of 30 respondents said that Twitter should at least label 
content, ten went further, saying that they would like to see Twitter 
set up a structured programme similar to Facebook’s fact checking 
programme. One suggested that this could be done either through 
ClaimReview or through a tool like Facebook’s fact checking tool. Several 
said that payment would be a prerequisite for any partnership like this. 
One respondent wrote, “I have been contacted by Twitter. However, their 
programme seems to rely on fact checkers locating claims and delivering 
content for free. This is not possible due to financial costs.” Another 
wrote, “They need to start remunerating fact checkers for pointing out 
misinformation on their platform.”

Two respondents said that they would like Twitter to improve its API 
access, with one requesting that Twitter open the API for more than seven 
days in CrowdTangle.

Other internet companies 
Apple, Microsoft, LinkedIn and Amazon have not publicly engaged with 
fact checkers to tackle misinformation, although Microsoft’s search engine 
Bing uses Claim Review.101 Microsoft has provided free access to Edge (its 
browser) users to NewsGuard (an internet news watchdog service), and 
has told the media that its research team is working on misinformation, 
disinformation, and health care hoaxes.102

Summary of main challenges of 
working with internet companies and 
possible solutions
Internet companies have significantly increased the reach of fact checkers, 
helping them to scale their work online - but this comes with challenges 

101	 bing.com/webmaster/help/markup-claim-review-7202cff4

102	 zdnet.com/article/newsguard-becomes-free-for-all-microsoft-edge-users/;  mediapost.com/publications/
article/351424/microsoft-to-give-edge-browser-users-access-to-new.html 
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such as lack of transparency, difficulty in finding a contact and making 
feedback heard.

	■ Financial dependency on internet companies for funding. Many 
fact checkers have a high proportion of their budget coming from 
internet companies, especially from Facebook. Fact checkers are 
very vulnerable to future decisions by internet companies to stop 
funding or reduce funding for fact checking.

	■ Transparency. Fact checkers have a challenge understanding 
exactly how and where their work is being used by internet 
companies, especially internal use by internet companies as part 
of AI and moderation efforts. Finding out the impact of individual 
fact checks and overall fact checker activity on user behaviour is 
also tricky, as internet companies have so far refused to reveal 
that level of information. Fact checkers and internet companies 
should continue a dialogue about what type of transparency 
would be useful and why, and internet companies should 
commit to providing fact checkers with information that will help 
them understand whether they are fulfilling their mission, and 
information that can contribute to sustainability. 

	■ Investment in partnerships and engagement. It is often 
challenging to locate a contact from an internet platform with 
whom to discuss collaboration or send information about 
misinformation or coordinated activity. Facebook is the exception 
to this, as it has regional representatives for fact checkers as part 
of its global fact checking programme. Other internet companies 
would reap the rewards of fact checkers’ experience and research 
by investing in teams to manage partnerships with fact checkers.

	■ Testing and feedback. Feedback is not necessarily acted upon, 
nor is it clear how it is prioritised. Similarly, fact checkers do 
not always get answers to questions about products they are 
using to scale their fact checks or assist internet companies in 
reducing misinformation on their platforms. Some fact checkers 
are asked to pilot products while others are not, which suggests 
an inconsistent approach to global product and policy testing. 
Fact checkers should discuss whether a collective approach to 
feedback and testing could be a solution in some areas, and 
internet companies should communicate more openly about 
prioritisation of feedback, to manage expectations and keep 
relationships constructive.
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Technology  
and automation

How technology has changed the fact 
checking environment 
We asked interviewees how technology has changed their work in recent 
years and what they’d like to see in the future. Many mentioned that the 
internet had broadened their scope, while others said technology had 
driven a proliferation of possible sources of claims. 

	“ Misinformation is growing online: we see more, monitor more, try to 
think like an algorithm. Nothing like that was in my head when I started 
my career as a journalist in 2008. – Aos Fatos

	“ The way we interact with technology platforms has changed. Do we 
see them as platforms for distribution or monitoring? Sometimes we 
flip it upside down to use the same platform for debunking. – Factly

	“ Without tech we wouldn’t be here. We originated to fight false claims 
on the internet in Arabic. The tools we use are all internet based. – 
Fatabyyano

	“ We’ve become more focused on social media. Checking social media 
is pretty radical compared to the basis of our founding – although it 
sounds normal to newer fact checkers. Technology has changed our 
work for good. – PolitiFact
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	“ In the past, we were looking at a few media organisations, but now 
there are millions of content producers. Technology has helped – we’ve 
got tools that allow us to double check – but a significant part of the 
change has to do with volume. – Rappler

	“ The whole market for information has changed. Facebook has 
contributed to more people being exposed to fact checking. Related 
to this, there’s a much broader scope for things to fact check. We 
started off doing only political discourse. Now there’s an endless 
universe. We need to be much more specific about why we’re 
checking this and not that. We have better selection criteria, although 
our fact checking process itself hasn’t changed that much. – La 
Silla Vacía

Automated fact checking
Several fact checking organisations are developing tools to automate 
parts of their work, such as identifying checkable claims, allowing 
users to report suspected misinformation, or verifying the accuracy of 
simple numerical claims. Full Fact’s 2016 report The State of Automated 
Factchecking identified four clear stages of fact checking with potential 
for machine intervention: monitoring, spotting claims, checking claims and 
creating and publishing articles.103

However, during the interviews for this report, the term “automated fact 
checking” was interpreted very differently by different people. Some 
understood the endeavour as envisaged by Full Fact, breaking down the 
constituent parts of fact checking and testing whether any of these parts 
can be performed accurately by machines. Others saw it differently, and 
expressed justifiable skepticism about the possibility of a world in which 
robots could perform the whole fact checking process in one leap. 

This difference in conception could account for the huge variety of 
responses to a general question about what interviewees thought about 

103	 fullfact.org/media/uploads/full_fact-the_state_of_automated_factchecking_aug_2016.pdf#page=4
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automated fact checking. One interviewee said, “I can’t imagine a world 
with it right now,” whilst at the other end of the spectrum, it was described 
as “the future”. Some felt that automation could help with certain types 
of claims: “I can see it working for images and basic claims, but not more 
complex claims”, said one, while another said they thought automation 
could help match images and videos. 

Claim-spotting was seen as very useful by some, such as Africa Check 
in Senegal: “The Washington Post was able to check 100,000 claims 
from Donald Trump in 100 days.104 There’s no way you can do that here 
in Senegal.” For others, such as Teyit, a focus on spotting political claims 
is irrelevant: “If it started detecting photos and videos we’d want to do 
something with it.”

The single point of agreement was that machines would not replace 
human fact checkers any time soon. Ellinika Hoaxes said, “No machine 
can replace human intuition: machines still can’t understand if something 
is satire or opinion. Fact checks have to go through a human before 
publishing.” Fact Crescendo said, “It might be a thing of the future, but 
human intelligence cannot be taken out.” Chequeado said, “Automation 
is good for our work, but it can’t be the only tool. Fact checking 
needs humans.”

In particular, automating the research part of fact checking is seen 
as a distant and unrealistic fantasy, since so much human judgement 
and creative thinking is needed to track down sources and evidence, 
collaborate with other fact checkers, and identify context and framing 
such as satire. Rappler, reflecting on the possibility of robochecking 
replacing human researchers, said: “There are things on microfilm that my 
team struggles with! So it’ll be a while.” 

	“ We want anything that makes the time shorter between seeing a claim 
and publishing a fact check – Dubawa

Factly pointed out that robochecking depends entirely on the quality and 
online accessibility of data in each country. Factnameh agreed, saying that 
in Iran, there is not a lack of data, “but it’s messy and disorganised – some 

104	 washingtonpost.com/graphics/politics/trump-claims
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of it’s in PDF, some are open and some are just pictures of the pages. Also, 
sometimes websites are closed outside of Iran”.

For Teyit, existing tools are irrelevant. For example, Full Fact’s tool focuses 
on finding political claims, rather than on verifying videos and photos.  
Teyit also thought that using automated tools to verify is a dead end. “The 
way I see it, it’s more a tool for double checking if something’s already 
been fact checked. Regarding verifying itself, from where I stand it’s not a 
tool for that.”

Many raised the question of whether machines’ language capability was 
good enough in their languages. For example, Fatabyyano had concerns 
about how well the tools would operate in Arabic: “We don’t have a lot 
of hands so we need AI: most of the people who fact check for us are 
volunteers. But Arabic grammar is very hard, and we don’t have a lot 
of Arabic-specialist developers. People building these tools will need to 
collaborate with people fact checking in other languages.” Fact Crescendo 
commented that “If it was only one language that we’re talking about then 
yes, the possibility may be there. But when we’re talking about more than 
100 languages in a country, like in India, it doesn’t seem like we’re getting 
there.” Teyit says “We could develop new technical tools if someone 
developed NLP [natural language processing] for Turkish. At the moment 
automated tools aren’t that useful for Turkish.”

Many of these concerns echo challenges around automated fact checking 
identified by Lucas Graves in a 2018 paper for the Reuters Institute.105 
Graves highlighted natural-language processors’ English language bias, 
difficulties in accessing reliable official datasets, and the need to parse 
messy TV and government transcripts to find checkable claims and 
identify speakers.

Where technology can help
Not all fact checkers have in-house web development capacity or 
technical expertise. This has an impact on these organisations’ abilities 
to participate in conversations about the future of technology. These 
organisations would benefit from free technology consultancy and 

105	 reutersinstitute.politics.ox.ac.uk/risj-review/factsheet-understanding-promise-and-limits-automated-fact-
checking
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subsidised technology support for basic tasks such as upgrading their 
CMS or creating and fixing simple web pages. However, advanced 
technology is still likely to be used by a wide variety of fact checkers. 
Based on interviews, we included a question in our survey about which 
kinds of technology would be most useful to fact checkers. The most 
popular proposition was a tool which identifies claims and provides virality 
metrics alongside them.

Which of the below technologies would be most useful 
to your organisation? 
Answers from 47 respondents

Based on interviews, the ideal – though perhaps unrealistic – monitoring 
tool would:

	■ Identify claims in a wide range of languages and alphabets. 

	■ Take in data about previously-checked accounts and pages 
(helping to identify repeat offenders).
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	■ Capture virality and predict the performance of a post.

	■ Work across Facebook, Twitter, Instagram and YouTube.

	■ Have video and image search functionality.

	■ Auto-generate keyword searches based on live data.

	■ Transcribe speech to text in a wide range of languages.

	■ Have detailed transparency documentation.

Beyond this, organisations’ wish lists were more specific, either to their 
workflow or country:

	■ Improving natural language processing in specific languages, 
e.g. Arabic.

	■ “Editorial Checklist” WordPress plugin.

	■ Crowdsourcing platform for micro-research tasks (e.g. converting 
PDFs to raw data).

	■ PDF to Excel converter.

	■ Auto-generating parts of articles, e.g. the CMS suggests a link 
to frequently used dataset on the topic you are writing about, or 
auto-fills a sentence about the share count of the claim you’re 
checking, based on the claim’s URL.

	■ Software that flags whether videos are likely to have 
been altered. 

	■ Instagram Stories monitoring tool.

While not every technology project need aim to benefit every fact checker, 
it is worth exploring whether technology could have multiple use cases 
beyond a single organisation or country. 

The fact checkers developing technology 
to assist their work
In general, fact checkers seem to see automation and technology 
fitting better into the monitoring aspect of fact checking than research, 
publication and distribution. The projects mentioned below are not 
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exhaustive, and new initiatives may have appeared since the time 
of writing. 

Automatic identification of claims, crowdsourcing 
reader tips, and search trends

Lead Stories’ Trendolizer: identifying emerging viral posts and 
connecting the dots between known misinformers 
Trendolizer monitors individual links from known sources of misinformation 
which are gaining popularity online. This helps fact checkers to prioritise 
claims by showing which stories are beginning to trend. It also lets users 
build a database using Google Analytics and Adsense account codes, IP 
addresses, domain name registrations, Mailchimp lists and sign-up forms, 
allowing researchers to identify websites as part of the same network. 
Interestingly, Trendolizer also finds duplicates of claims before they gain 
sufficiently high engagement to appear in Facebook’s fact checking 
product queue, and surfaces links from Youtube which content moderators 
have removed from search results and recommendations, but which are 
still gaining traction on Facebook. Trendolizer wants to build duplicates 
detection for all fact checkers, add more video platforms, and redesign the 
dashboard. Trendolizer is a paid for tool with around twelve fact checker 
subscribers. At the time of writing, Trendolizer cost $350 per month.

Rappler’s shark tank: monitoring which ingests accounts 
previously identified as spreading misinformation
After experiencing attacks by the President’s supporters in 2016, Rappler 
began to collect data to monitor and analyse the spread of disinformation 
and hateful speech online. This database, known as the ‘shark tank’ 
because of the hostile language used, takes in public posts and comments 
made in open groups and pages. Rappler initially selected groups followed 
by 26 fake accounts spreading disinformation. By 2018, Rappler mapped 
a network of over 400 connected pages and groups.106 Rappler uses the 
shark tank alongside other monitoring tools such as CrowdTangle and 
Trendolizer. “If something is very viral we get lots of notifications for things 
that aren’t really fact check worthy. We use all these tools to triangulate 
the signals.”  

106	 rappler.com/newsbreak/investigative/206017-attacks-against-philippine-press-duterte-second-year
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Full Fact: claim detection and claim matching

In 2019 Full Fact added new functionality to its suite of tools to help 
identify claim-like statements that are being made in the UK Parliament, 
online newspapers, and some Facebook pages and Twitter accounts. It 
presents the claims to fact checkers alongside information to help them 
choose whether the claim is suitable to be fact checked. 

Africa Check, who worked with Full Fact as part of a wider AI 
collaboration, helped to teach the tool how to recognise a claim in the 
South African context, said that while there is scope for improvement, 
the tool can correctly identify a claim, and has helped the team to find 
claims they otherwise would not have seen. Full Fact has since started to 
experiment with training the underlying AI in more languages and making 
a much more streamlined capability to detect claims available to other fact 
checkers with low technical overheads.

In 2020 Full Fact is focusing on looking for repeated sightings of claims 
the team has already checked. This helps the impact team, who are 
responsible for persuading people or organisations to make public 
corrections to inaccurate claims. With more information about where 
claims are appearing, who has made a claim and on what platform, the 
impact team can make better decisions about how to prioritise corrections 
casework. Claim matching also enables longer-term analysis such as how 
often are claims repeated over a period of twelve months or more, with 
and without Full Fact doing a fact check and corrections request, to better 
understand the impact of Full Fact’s work.

Tech and Check Cooperative: identifying claims and 
disseminating fact checks via an app
The Tech and Check Cooperative, based at Duke University, is working 
on two projects. The first is identifying factual claims and sending 
a daily email update. The second is a set of ‘pop-up’ apps that use 
automation to disseminate fact checks more widely. This includes the 
FactStream app, which displays fact checks in one stream during live 
events, and is populated by fact checks from PolitiFact, the Washington 
Post and FactCheck.org. It also includes a fact checking app for voice-
activated assistants.107 

107	 reporterslab.org/tech-and-check;  apps.apple.com/us/app/factstream/id1327422405?ls=1
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Chequeado’s Chequeabot: identifying claims in online 
media outlets
Chequeado uses a bot called Chequeabot to scan media outlets around 
the country, identifies claims and matches them with existing fact checks. 
The bot gives Chequeado a text file with links that can be posted on social 
media.108 Chequeado says that this automatisation has meant they can 
fact check more federal statements.

Aos Fatos’s Radar: disinformation monitoring in real time

Aos Fatos is developing a methodology for monitoring and verifying low-
quality content on social networks so that any user can follow in real time 
how this content is spreading on the internet, for example on websites, 
Facebook, Twitter, YouTube and Instagram.109 The aim is to provide Aos 
Fatos’ team with accurate diagnoses about coordinated campaigns and 
misleading content on social networks. For example, Aos Fatos used  
Radar to identify the spread of misinformation about coffins being buried 
empty to inflate Covid-19 death statistics.110

RMIT ABC Fact Check: identifying bushfires misinformation 
on Twitter
RMIT ABC Fact Check from Australia told us they decided not to join the 
Facebook programme because they felt that there would be a conflict of 
interest in also reporting on Facebook. RMIT is developing a pilot project 
to identify misinformation on Twitter, initially focusing on misinformation 
about Australia’s bushfires. RMIT is trialling different text mining 
techniques to understand how different keywords are related to certain 
topics, with the aim of identifying who is pushing certain inaccurate 
narratives (for example that bushfires are the result of arson). At the time 
of the interview, RMIT was broadening its scope to coronavirus.

108	 poynter.org/fact-checking/2018/in-argentina-fact-checkers%C2%92-latest-hire-is-a-bot

109	 aosfatos.org/noticias/com-apoio-do-google-aos-fatos-vai-desenvolver-monitor-de-desinformacao

110	 aosfatos.org/noticias/como-desinformacao-sobre-caixoes-vazios-impulsionou-desmentidos-em-massa-
contra-carla-zambelli-no-twitter/
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Teyit’s crowd-powered website: educating users as they 
participate in monitoring and research
Teyit is making a new website where people can add claims to the 
website, as well as evidence to support a fact check. “Internally, we spend 
a lot of time improving our software to decrease work time. Misinformation 
spreads faster than the truth, so we have to be really quick.” Users can 
send messages, open cases and add evidence, for example uploading 
PDFs. The platform can automatically archive links. Teyit’s staff can see 
reports and who shared the information. Teyit sees the tool as a mirror for 
its website: “people can see what our writers are working on.”

The tool also has an educational aspect. Users get points when they 
complete training and educational materials. After that they can open 
claims and rate evidence. Teyit sees it as vital to combine technology with 
people: “Just using technology didn’t help us. Tech is meaningful when you 
use people – it’s important to change people with technology.” 

Africa Check’s WhatsApp chat bot: crowdsourcing WhatsApp 
misinformation via reader requests
Africa Check is working with technology non-profit Meedan to create 
a personalised WhatsApp messaging service. Users can forward 
information they want checked to a chatbot. Africa Check researches the 
claim and then sends it back with a link to evidence and basic information 
about where the claim originated and where it was published. 

First Draft’s coronavirus search trends: briefings on trending 
coronavirus searches 
First Draft provided a weekly briefing on online signals about coronavirus, 
based on: a Google Trends coronavirus dashboard showing the most 
popular topics that people have searched; a questions hub where users 
can flag questions they haven’t been able to find the content they are 
searching for; and social media monitoring of posts shared on Facebook, 
Twitter, YouTube, Instagram and Reddit, or via closed messaging apps.
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Technology to help fact checkers with research 

Forensia: authenticity scores for audio files

Forensia is a paid-for app developed by Argentina’s National Council of 
Scientific and Technical Research which helps fact checkers verify the 
authenticity of audio files that supposedly contain clips of politicians 
speaking. Fact checkers can send in an audio clip to Forensia, which is 
compared against files that carry the real voice of the politician. The clip 
is then verified against a database of voices and sounds from people who 
were born in or live in the region where the politician is from. Fact checkers 
receive a probability score back, which Forensia says should be used in 
combination with other types of evidence.111

Maldita.es: superpowered community of experts to advise and 
contribute to research 
Maldita.es has built a database of more than 1,900 supporters with 
different skill sets, such as scientists or doctors. Maldita.es uses a 
customer relationship management tool to work with these volunteers, 
as well as to manage reader tips, subscriptions and donations. The 
database is developed continuously, for example by adding tags to help 
reporters find experts. While there are drawbacks to this system – such as 
difficulties in cross-referencing what volunteers say and vetting credibility 
–  it has helped Maldita.es contextualise a wide range of claims ranging 
from health and organ trafficking to bear attacks and protests.112 

Full Fact’s robochecking prototype

Full Fact has a robochecking prototype, which checks simple numerical 
claims for which public data exists online in a machine readable format. 
Full Fact has been working with the UK’s national statistics office for 
several years to make statistics machine readable,113 although there 
are still open questions about getting machines to understand claims in 

111	 poynter.org/fact-checking/2019/meet-forensia-a-software-ready-to-debunk-fake-whatsapp-audio-files

112	 poynter.org/fact-checking/2019/is-it-a-marvel-film-or-a-fact-checking-newsroom-how-maldita-es-uses-
its-readers-superpowers

113	 fullfact.org/blog/2015/aug/typology-caveats;  fullfact.org/blog/2015/jul/statistics-are-not-just-numbers-
they-require-context-be-useful
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context. The prototype for this tool works in a small fraction of cases but 
does yet work well on a wide variety of claims and data. 

Technology to help fact checkers publish and 
distribute their work

Aos Fatos’ Fátima: replying to users in Facebook Messenger, 
and challenging sharing of false information on Twitter
Aos Fatos also runs a bot on Twitter and Messenger, part of its Fátima 
AI project. On Twitter, the Fátima web app monitors tweets with links to 
false information and responds with a link to a fact check. On Messenger, 
Fátima is a chatbot which gives users specific tips on how to debunk fake 
photos, videos and statements.

Coronavirus alliance: searchable global database of 
coronavirus fact checks
The International Fact-Checking Network coordinated a global group of 
more than 100 fact checking organisations to work together to tackle 
misinformation related to the coronavirus pandemic. The International 
Fact-Checking Network created a sortable and searchable database, 
which is regularly updated and produces written weekly reports on trends, 
published on one central hub.114

114	 poynter.org/coronavirusfactsalliance
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Conclusion
Harm from false information is not limited to any single platform, 
or even to the internet: misinformation can also be disseminated by 
politicians and news media, by word of mouth, in advertisements, and 
on printed materials handed out or delivered to people’s homes.

Facebook’s Third-Party Fact-Checking programme is an important 
intervention, and the most effective response from any internet company 
so far. Facebook’s effort to work globally – with 70 fact checkers in at 
least 50 languages – is also an important commitment. The Third-Party 
Fact-Checking programme has encountered all the challenges that might 
be expected, such as technological and communication issues, and there 
remains room for improvement.

Internet companies should work together to coordinate their efforts to 
tackle misinformation across online platforms. Other internet companies 
should follow Facebook’s lead in working with fact checkers through a 
structured, paid programme, and learn from the experiences of Third-
Party Fact-Checking.

Fact checkers should also develop a collective process to engage with and 
contribute to internet companies’ responses to the evolving challenges 
of online misinformation, to protect the long term sustainability and 
independence of fact checking.

Summary of challenges
Monitoring 

	■ Volume and relevance

	■ Overemphasis on virality from social listening tools

	■ Inundation with audience requests

	■ No monitoring tool for YouTube

	■ Image and video searching
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Research

	■ Repetitive claims and time consuming or repetitive tasks

	■ Accessibility of information and transparency of authorities

	■ Training editorial staff

	■ Difficulty of finding a source for claims originating from 
closed platforms 

Publication and distribution

	■ Setting up new social media channels

	■ Sustaining media partnerships

	■ Presenting fact checks with limited space and design resources

	■ Internet shutdowns

	■ Online harassment

Working with internet companies

	■ Financial dependency on internet company funding

	■ Transparency: both in terms of the full scope and nature of 
internet companies’ responses to online misinformation, and of 
detailed impact metrics for partnerships with fact checkers or 
products powered by fact checks

	■ The need for more investment by more internet companies in 
partnerships and engagement with fact checkers 

	■ Testing and feedback

	■ Variation in fact check data requirements of different internet 
companies products 
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Appendix
All recommendations

Recommendations for internet companies

These are overarching recommendations to Facebook, Instagram, 
WhatsApp, YouTube, Google, Twitter and platforms coming into the 
mainstream such as TikTok. Some companies already have some of these 
measures in place, and we recommend this be maintained.

	■ Allow users to report suspected misinformation, aggregate 
reports data, and share it in anonymised formats and in real-time 
with fact checkers in relevant countries.

	■ Share live data with fact checkers on potential misinformation 
surfaced by AI, as opposed to user reports.

	■ Work with fact checkers globally to label misinformation and feed 
this data to AIs.

	■ Internet companies’ misinformation teams should coordinate 
so that fact checkers send the same data into every company’s 
system rather than adapting for each company or platform.

	■ Pay fact checkers for work which is used to improve the quality 
and trustworthiness of internet companies’ products and brands.

	■ Show more awareness of the risks of a US-centric approach 
to the development of misinformation policies and products by 
expanding product testing and consultation to include a wider 
range of fact-checking organisations.

	■ Fund the International Fact-Checking Network to enact the 
recommendations in this report which are intended to counteract 
the pressures fact checkers experience when working with 
internet companies.

	■ Participate in a discussion on how to better protect fact checkers 
from harassment and coordinated attacks.

	■ Label inaccurate and misleading political speech and provide links 
to fact checks.
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Facebook

Facebook’s efforts to reduce misinformation on its platform should be 
commended. Leaving aside its shortcomings and development hurdles, 
Facebook’s Third-Party Fact-Checking programme has undeniably 
improved the state of misinformation online in multiple ways. 

However, there are still important improvements to make. In addition 
to recommendations (4), (6), (7), (8) and (9) above, we recommend that 
Facebook act upon the following recommendations to more effectively 
tackle misinformation and coordinated activity on its platform, support the 
sustainability of the fact checking industry and improve the day-to-day 
operations of fact checking partners.

Third-Party Fact-Checking programme: future 
and sustainability

	■ Maintain the Third-Party Fact-Checking programme and 
expand into under-served regions such as the Middle East and 
North Africa.

	■ Share a road map for the Third-Party Fact-Checking programme 
with partners so that they can plan and invest in sustainability in 
the long term.

	■ Work with partners and coordinate with funders globally 
to develop a long-term plan to mitigate financial reliance 
on Facebook.

Third-Party Fact-Checking programme: Fact 
Checking Product

	■ Increase developer capacity to more quickly and reliably resolve 
issues which affect the quality and accuracy of fact checking 
produced by Third-Party Fact-Checking partners.

	■ Share information about how fact checker feedback is being dealt 
with, for example how it has been prioritised, who has and hasn’t 
heard it, and why it will or won’t be acted upon.

	■ Collaborate with fact checkers to integrate claim detection into 
the queue.
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	■ Consult with partners to prioritise natural language processing in 
certain languages: our research suggests that Indian and African 
local languages are under-served.

Transparency 

Fact checkers have been asking for Facebook to share information with 
partners about the impact of the Third-Party Fact-Checking Programme 
for several years. Here, we recommend that the following information is 
shared with partners, and give reasons why.

	■ Quarterly data about the impact of individual partner 
organisations would help fact checkers to prove impact to 
potential funders and supporters, and allocate staff time 
effectively between Facebook work and other potentially 
impactful work such as training mainstream media journalists. 
 
Example: Full Fact’s 140 fact checks and 400 claim matches led to 
2,500 further automatic claim matches. 50,000 users chose not to 
share; 70,000 users continued to share despite warnings.

	■ Anonymised data about the impact of individual fact checks 
would help fact checkers start to understand more about the 
effectiveness of headlines, images, summaries, and to learn from 
long term patterns. 
 
Example: After you applied your fact check “There’s no evidence 
immigrants caused a PPE shipment to be destroyed at Dover” to 3 
claims, a further 20 matches were automatically found. 500 ‘false’ 
labels were shown to users and 30% of these continued to share. 
800 existing sharers were notified and 55% deleted their post.

	■ Information about how ClaimReview is used by Facebook would 
help fact checkers visualise the application of their work and tailor 
the way they fill in different fields more effectively.

	■ Information about how Facebook’s AI learns from ratings and 
claim matching data would make fact checkers aware of the 
risks and unintended consequences of the ratings chosen and 
claims identified as matches.

	■ Information about the AI models being used to generate 
different parts of the queue would allow fact checkers to focus 
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on specific signals and disregard those that they do not consider 
useful within their organisation.

	■ Key findings from internal user research would give much-
needed audience information to fact checkers who want to 
present their fact checks more effectively on different channels. 
 
Example: Information consumption trends in different markets, how 
users parse visual information in different countries

Working with partners

	■ Continue to foster a close-knit community by hosting events 
for partners.

	■ Consult with fact checkers about product changes and policies 
that will affect their work in advance, especially when there is a 
high likelihood of media attention.

	■ Provide preparation and detailed information about the Third-
Party Fact-Checking programme to Facebook staff who are 
speaking publicly about it.

	■ Conduct or commission regular research (e.g. focus groups) with 
partner fact checkers to stay abreast of and respond to their 
needs and concerns.

	■ Hold a discussion about how to rate claims about fact checking 
organisations, which the fact checker in question cannot rate 
themselves due to conflict of interest.

	■ Hold a discussion about how to tackle deliberate sharing of 
content across multiple private groups, whilst balancing the need 
to maintain privacy.

Communication about the Third-Party Fact-
Checking programme
There is an information gap on Facebook’s Third-Party Fact-Checking web 
page. Fact checkers are frequently asked to provide information about 
the scheme, and do not always have answers. Some improvements have 
been made since we conducted interviews for this report, including giving 
information about which actions Facebook is responsible for and which 
are the responsibility of fact checkers, but we still recommend:
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	■ Add a Facebook representative’s contact details to the Third-
Party Fact-Checking page.

	■ Raise awareness among users of how to report suspected false 
information and what happens after a report is submitted.

Supporting research and dissemination of fact checks

	■ Improve internal search on Instagram and Facebook.

	■ Reinstate Graph Search for public interest journalism.

	■ Continue to provide in-kind support via ad credits.

	■ Highlight fact checks and fact-checking organisations in 
Instagram explore and search results on all platforms.

	■ Create a “factcheck” hashtag for Instagram which can only be 
used by verified International Fact-Checking Network Code 
signatories.

CrowdTangle

	■ Collaborate with fact checkers to integrate claim detection into 
CrowdTangle.  

	■ Continue to provide access and training, including to fact checkers 
which are not signatories of the International Fact-Checking 
Network Code of Principles.

	■ Continue to develop new lists for predictable or breaking news 
events such as healthcare crises, attacks and elections.

	■ Develop image-search capability.

	■ Introduce alerts for hashtags.	

	■ Review CrowdTangle’s effectiveness in different languages and 
special characters.

	■ Develop useful and accurate YouTube monitoring capability.

	■ Work with Twitter to return Twitter results to the tool.
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WhatsApp

	■ Continue to open API to enable fact checkers to connect customer 
management software to support communications, and to 
analyse and prioritise reader requests.

	■ Work with fact checkers to reduce the manual labour required 
to set up the infrastructure to send out broadcasts in the small 
business app. 

	■ Develop metrics to help publishers track engagement (e.g. number 
of forwards).

Google and YouTube

Google and YouTube have shown increased willingness to engage with 
fact checkers. They can make the most of this increased credibility by 
investing in more engagement and outreach and by developing a paid, 
structured fact checking programme for YouTube.

In addition to the general recommendations for internet companies 
above, we recommend that Google and YouTube enact the following 
recommendations to more effectively tackle misinformation on its 
platforms, support the sustainability of fact checking and improve fact 
checkers’ day-to-day work.

Working with fact checkers

	■ Expand the Information Credibility team to enable more 
consultation and outreach to build deeper two-way relationships 
with fact checkers.

	■ Introduce a collaboratively-developed, structured, paid 
programme partnering with fact checkers to identify, label and 
reduce circulation of misinformation on YouTube, and notify users 
who have watched or shared misinformation.

	■ Develop a CrowdTangle-style tool for monitoring viral 
misinformation on YouTube, and provide access and training to 
verified fact checkers.

	■ Continue to support takeup of ClaimReview schema and Media 
Review schema, including hosting events, training, and building 
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technical capacity and confidence among fact checkers with 
fewer technical resources.

	■ Continue supporting independent fact checking with direct grants 
and/or grants to the International Fact-Checking Network.

Supporting research and dissemination of fact checks

	■ Continue to provide ad credits, G-suite access and cloud storage.

	■ Use ClaimReview as the default data source for products, such 
as Snippets.

	■ Regular country-specific briefings for fact checkers about the 
most-searched and most-watched topics on Search and YouTube, 
including the top channels and videos reported as misleading.

	■ Build on Google Dataset Search by funding partnerships with fact 
checkers to identify the best data for the most-searched topics 
in each country, and by promoting Dataset Search among public 
interest media and civil society organisations globally.

	■ Provide training for fact checkers on SEO, YouTube content 
creation and Adwords.

	■ Disallow external embedding of links to videos removed from 
youtube.com.

	■ Flag when text is translated from information already debunked in 
another language.

	■ Review quality and accuracy of Translate, especially in Farsi.

Transparency and feedback

	■ Provide a quarterly summary of the impact of ClaimReview 
on Google’s platforms (e.g. 15 million claims within YouTube 
content were identified using ClaimReview schema about 5G and 
removed in Q1 of 2020).

	■ Provide full information about what surfaces fact checks are 
appearing on, how many people are seeing and engaging with 
these (at country level), and which search queries are causing fact 
checks to be surfaced.
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	■ Make public detailed criteria Google is using to decide which fact 
checkers are being treated as trustworthy sources in Search.

Twitter
	■ Invest in a partnerships team to develop partnerships with 

fact checkers.

	■ Introduce a collaboratively-developed, structured, paid 
programme partnering with fact checkers to identify, label and 
reduce circulation of misinformation on Twitter, and to notify users 
who have seen or shared misinformation.

	■ Support independent fact checking with direct grants and/or 
grants to the International Fact-Checking Network.

	■ Provide links to independent, verified fact checkers and fact 
checks in ‘Get the facts’ Moments.

	■ Significantly improve transparency about how fact checkers’ work 
is being used to tackle misinformation on Twitter.

International Fact-Checking Network
	■ Facilitate and lead discussions on how fact checkers wish to relate 

to internet companies and others wishing to use our work online, 
and surface common positions among fact checkers on this.

	■ Seek feedback from the community about where to host a social 
entry point for ClaimReview to ensure a wider variety of voices 
can contribute, that changes are understood by fact checkers 
with fewer technical resources, and that implementation issues 
are resolved.

	■ Collaborate with Google, Bing, Facebook, etc to provide clarity on 
questions fact checkers have about ClaimReview including: the 
internal translation capability of platforms’ products; products’ 
ability to cope with regional languages; how adding ClaimReview 
interacts with algorithms e.g. interaction with search results 
ranking; why ClaimReview works intermittently in Google search; 
how Facebook is using ClaimReview to do claim matching.
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	■ Provide grants and develop guidance to support fact checkers 
who want to carry out audience research.

	■ Hold a discussion with verified and unverified fact checkers to 
revisit the  International Fact-Checking Network’s position on 
signatories using pseudonyms in countries where journalists 
are at risk. 

	■ Continue to provide grants for experimental projects to help fact 
checkers reach new audiences and for technical innovation.

	■ Continue to lead discussions on building solidarity and resources 
for fact checkers experiencing online and political harassment, 
including legal challenges.

Funders
	■ Support projects to improve accessibility and presentation of 

public and ministerial data (e.g. work with a government to 
overhaul its national statistics portal or open up public datasets).

	■ Support the International Fact-Checking Network in activities 
recommended in this report, such as support for online 
harassment, innovation and sustainability efforts.

	■ Support research into effective presentation of fact checks, 
information and news consumption and belief formation in diverse 
markets – especially those outside the USA – with an emphasis on 
practical recommendations.  

Technologists
	■ Build relationships with fact checkers by offering basic technical 

support before embarking on complex automation projects.

	■ Steer clear of the phrase “automated fact checking” to avoid 
alienating potential users of automation technology: instead 
focus on discussing what repetitive tasks can be done reliably 
by machines.

	■ Prioritise building tools and technology with a large potential user 
base, including
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■ Social listening tools that combine virality with claim
identification

■ Claim spotting and matching

■ YouTube monitoring tool

■ Improving natural language processing in smaller languages

■ Searchable image and video misinformation database

■ Database for fact checks of claims that go across borders,
with internal translation capability

■ Speech-to-text transcription for YouTube content that can be
connected with claim spotting tools

■ Foster a culture of mutual benefit by partnering with multiple fact
checkers and seeking commitments from more than one partner
to test new tools.

■ Continue to develop technology to help fact checkers, especially:
improving natural language processing in smaller languages,
technology tackling distribution challenges and repetitious claims.

Fact checkers
■ Develop a collective process to engage with and contribute to

internet companies’ responses to the evolving challenges of
online misinformation, to protect the long-term sustainability and
independence of fact checking.

■ Prioritise sustainability planning, including mitigating the impact
of a sudden reduction in funding from certain sectors.

■ Identify the impacts of Third-Party Fact-Checking on editorial
output and strategy.

■ Continue to develop technology to assist with fact checking,
especially technology tackling distribution challenges and
repetitious claims.

■ When experiencing online and/or political harassment, reach out
to the International Fact-Checking Network and global colleagues
with requests for support.
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■ Continue to ask for help and assist colleagues around the globe
with local research favours and advice.
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